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Abstract: This study puts forward an academic level evaluation model of journal based on a rough-set-equivalent 
thinking and neural networks and tests the model’s efficiency and practicality by comparing it to the traditional 
evaluation methods. First of all, the forming of this evaluation model includes the simplification of journal 
evaluation with theories based on rough-set-equivalent thinking and the abandoning of miscellaneous evaluation 
indicators. Secondly, the remaining essential evaluation indicators would be used to form plenty of training samples 
for the neural networks’ building up. Lastly, the neural networks would use the BP algorithm to rank those samples 
in general and therefore forms the journal academic level evaluation model. In order to testify the effectiveness of 
this model, other methods of TOPSIS is used to evaluate these journals and gray-relation-based thinking is used to 
set the essential indicators’ weights, which provide another outcome for comparison. The instance analysis of food 
journals indicates that the process of building this evaluation model is secured and logical and the model could well 
fit into the actual food journals academic level evaluation. 
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INTRODUCTION 
 

Academic evaluations’ importance in the academic 
journals is growing. Even though it remains 
controversial on whether it’s good for the academic 
journals, it becomes a secured fact that academic 
evaluations make academic journals more important 
(Hu and Fu, 2008). Currently, China’s academic 
evaluation system is not quite satisfactory, which means 
it is not robust, incomplete and not standardized. In this 
case, the craving for interests and benefits and the 
phenomenon of exaggeration is inevitable (Qiu and Li, 
2008). Therefore, it becomes essential to construct a 
logical journals evaluation system and methods in order 
to process the data mine fully and avoid man-made 
factors. Only if academic journals scientific 
evaluations’ logicality is proved multiple times, can the 
academic’s self-esteem be re-established and finally 
accepted by the society. 

Academic evaluation of journals is a complicated 
systematic project, how to reasonably and objectively 
evaluate journals is one of hot issues in present research 
(Lou et al., 2009). Currently there are some methods 
and models, such as, principal component analysis 
(Chen, 2004), Attribute interval recognition model 
(Yan, 2006), normalization method (Liu et al., 2006), 

grey correlation degree method (Liu and Zeng, 2013) 
and  some  other  methods  (Wang  and  Yu,  2012;  Lv 
et al., 2012). These methods are commonly affected by 
man-made factors in some extent and inevitably look 
poor on their results’ objectivity. 

The rough set theory is a mathematical tool 
proposed to quantify and analyze the imprecise, 
inconsistent and incomplete information and 
knowledge, which was raised by professor Pawlak 
(1982). By using the rough-set-equivalent thinking to 
fully datamine the statistics, the troubling man-made 
factors can be well avoid and therefore making the 
results more objective. Li and Yun (2010) made a 
specific description on the rough-set-based indicator 
system constructing and general evaluation methods. 
He et al. (2014) made an evaluation on a science 
journal by using the rough set theory and TOPSIS 
methods. Huang et al. (2015) made a comparison 
research on the journals using the rough set theory and 
the gray relation’s evaluation for the journals.  

On the other hand, as an artificial intelligence 
technology, the neural network possesses the ability of 
self-learning and self-organizing and is especially 
suitable for the non-linear modeling (Statsoft, 1999). 
Cai et al. (2014) did a research on establishment of 
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food safety evaluation model based on neural network. 
Silva et al. (2015) used artificial neural network to 
make an evaluation of extra virgin olive oil stability. 

This essay puts forward an academic level 
evaluation model of food journal based on the rough-
set-equivalent thinking and neural networks in order to 
make evaluations more objectively. Meanwhile this 
essay makes comparison between the model and the 
gray relation evaluation methods’ evaluation results, in 
order to tests the model’s efficiency and practicality. By 
referring to the reference documentation’s (He et al., 
2013) journal indicator statistics, the instance analysis 
presents that the model has precision and suitability. 
 

METHOD 
  
Algorithm of indicator reduction based on 
equivalence relation: Rough set theory extends 
classical set theory, the knowledge, which is used for 
classification, is embedded in set as a part (Pawlak, 
1982). There are some key definitions as follows: 
 
Definition 1: Any information system can be 
abbreviated as a two-tuple ,S U A  , U stands for 

the objects’ non-empty set and A  stands for attributes’ 
set. 
 
Definition 2: Assuming that ( )( )ind D D A  is an 

equivalence relation, the equivalence class formed by it 
is ( ) ( )[ ] { | [ ] | }ind D ind Dx y x x U  , these classes’ set is 

( )| ( ) {[ ] | }ind DU ind D x x U  , they are called a 

knowledge system on U . 
 
Definition 3: Assume that a A , if attribute a does not 
affect domain U ’s classification, which is

| ( ) { ( { })}U ind A ind A a  , then a is redundant in the 

knowledge system, otherwise a is necessary. 
As for the evaluation indicator system for food 

journals’ academic level, it contains differently based 
evaluation indicator sets (because of miscellaneous 
indicators) that form some same evaluation classes of 
the evaluation objects. Based on the rough-set-
equivalent thinking, finding the necessary indicator 
from the indicators set that form the same evaluation 
class could make this evaluation class identical to the 
original evaluation results which was based on all of the 
indicators. This method could realize effective 
reductions of evaluation indicators without losing any 
beacon information. 

Thereby, heuristic algorithm of indicator reduction 
based on equivalence relation can be established as 
follows (Li and Yun, 2010): 

Denote IND(D) = B is the indicator system after 
reduction. 

Step 1: For indicators system D { }( 1, ..., )ia i m  , 

calculate (D)IND . 

Step 2: For i = 1,…., m, calculate (D { })iIN D a  
successively. 

Step 3: If IND(D-{ai}) = IND(D), then ai is a deletable 
miscellaneous indicator in indicators system 
D, otherwise ai is an undeletable necessary 
indicator. 

 
Obviously, this method can effectively make to 

reduce the complexity of solution and the method is 
simple.  
 
Comprehensive evaluation model with BP network: 
Normalization: Due to the different dimensions of 
evaluation indicators, it needs to eliminate the 
dimension of the data to compare it. In order to make 
the data in [0, 1], we adopt the range transformation 
method to obtain normalization matrix X = (xij)m×n, that 
is: 
 

min{ }
, 1,2,... ; 1, 2,...,

max{ } min{ }

ij iji
ij

ij ijii

r r
x i m j n

r r


  


 

 
where, rij is the value of the corresponding journal 
indicators, xij is the dimensionless value and also 

[0,1], 1,2,..., ; 1,2,...,ijx i m j n   . 

 
Generation of sample data: According to reference 
(Lou et al., 2009), it shows that journal evaluation 
grade is decided by the upper and lower limit of 
evaluation indicator, that is, a certain indicator ia  of 
the evaluation system should meet: 
 

1 2i i ia a a   
 
where,  
ai1 = The lower limit of evaluation indicator  
ai2 = The upper limit of evaluation indicator 
 

Since we obtain the key indicator system, the 
importance degree of each indicator is quite high. To a 
certain extent, in order to simplify the model, we can 
consider the weight of all the indicators in the key 
indicator system is almost the same. Therefore, in order 
to reasonably expand the training sample data, we 
believe that, if the two indicators of journal evaluation 
system up and down reversely 10%, the grade of the 
journals evaluation is the same and the generated data 
can be relatively well training for neural network. Thus, 
as defined herein, when a two indicator a1, a2 of the 
key indicator system B of journals meet: 
 

3 (1 10%) 1,   4 (1 10%) 2  1, 2 Ba a a a a a     
 

That is, when indicator data c1 increases (or 
decreases) 10% to generate a new indicators data a3, at 
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Fig. 1: Structure of a three-layer feed forward neural network 
 

the same time and indicator data a2 decreases (or 
increases) 10% to a new indicators data a4 and other 
indicators of the key indicator system do not change. In 
this way, we believe that the grade of the journal is in 
the same level.  
 
Model structure of BP neural network: In this study, 
we use a three-layer feed forward BP neural network 
structure as shown in Fig. 1 to map the nonlinear 
relationship between academic journal indicators and its 
grade. 

In the neural network, x1, x2, …, xn is journal 
indicators, y is journal evaluation grade. Fun is 
Logarithmic sigmoid transfer function and the input 
layer and output layer neurons use pure linear 
transformation function.  

The selected network training evaluation function 
is a function of the mean squared error: 
 

2

1 1

1
( )

2

p n

i i
j i

SSE t y
p  

   

 
where, 
y  = The network predicted output  
t  = The desired network output 
SSE = Normalized total error of neural network 

learning  
n  = The number of the output unit 
p  = The number of samples 
 

After that, we use the sample data to have 
trainings, after training and we obtain the evaluation 
model. And then we input the indicator data to get an 
output value, with the output value to judge journals’ 
rankings. 

Evaluation with grey correlation-Topsis: In this 
study, we do a gray correlation weights analysis, by 
studying the correlation of evaluation indicator and 
journals ranks to obtain the importance of each factor 
and  the  weight  according to their importance (Huang 
et al., 2015). 

The calculation steps (Liu and Zeng, 2013) about 
determination of weight using grey correlation as 
follows: 
 
Step 1: 0X and iX do the initial treatment: 
 

/ (1) ( (1), (2), , ( )), 0,1, 2, ,i i i i i iX X X x x x n i m             
 
Step 2: Strives for the sequence of difference: 
 

0( ) | ( ) ( ) |i ij x j x j     
 
where, 1,2,...,i m , 1, 2,...,j n . 
 
Step 3: Strives for the correlation coefficient:  
 

max max ( ), min min ( )i ii ji j
M j m j     

 
Therefore, correlation coefficient is: 
 

, (0,1), 1,2, , , 1,2, ,
( )ij

i

m M
r i m j n

j M

 



     
 

 

 
Step 4: Calculate correlation degree and weight: 
 

1

1 n

i ij
i

r r
n 

   

 
Finally, we normalize γ0i and order: 
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where, denote i  as indicators weight. 

Base on the key indicators, we use grey correlation 
weights methods to calculate the correlation degree of 
journals and calculate the weight of key indicators and 
then we use TOPSIS method (He et al., 2014) to rank. 
 

INSTANCE ANALYSIS 
 
Reduction of evaluation indicators based on based 
on equivalence relation in rough set: This study 
selects 20 food journals from CHINESE S&T 
JOURNAL REPORTS (Expanded Edition) as research 
objects. Let denote J1, J2, J3, J5, J6, J7, J8, J9, J10, J11, 
J12, J13, J14, J15, J16, J17, J18, J19 and J20 as these 
research journals in order: Food Science, Food Science 
and Biotechnology, Chinese Institute of Food Science, 
Food Industry, Chinese Cereals and Oils Association, 
Food Science, Food Science and Technology, China's 
dairy industry, China oil, Chinese mushroom, Food and 
machinery, Chinese spices, Food research and 
development, Dairy Science and Technology, Chinese 
food additives, Chinese food and nutrition, Food and 
medicines, Preservation and processing, Salt and 
Chemical Industry, Food industry. 

We use 11 evaluation indicators from A Report on 
Chinese Academic Journals Evaluation and all of them 
are the maximum indicator. Let D1, D2, D3, D4, D5, 
D6, D7, D8, D9, D10, D11 respectively represent: 
extended  total  cited  frequency,  extended  number  of  

citing journals, extension immediacy index, extended 
cited rate, extended impact factor, expand discipline 
impact indicators, expand discipline diffusion index, 
extended H index, literature sources amount, average 
number of citations and fund citations number. 

The evaluation indicator set D = {D1, D2, D3, D4, 
D5, D6, D7, D8, D9, D10, D11}, thereby we establish 
journal evaluation system. We divided all the selected 
journals into four levels based on these journals in 
academic journal ranking. Denote R as a rating score, 
with the number of 0.6, 0.7, 0.8 and 0.9 and the greater 
the score, the higher ranking. The raw data obtained are 
shown in Table 1. 

Due to the different dimensions of evaluation 
indicators, In order to make the data in [0, 1]. We adopt 
the range transformation method (Specific methods as 
above) to do with data in Table 1 and the results 
(portion) shown in Table 2. 

Then we discretize the data of evaluation indicators 
in Table 2 by equidistance division method. As the 
journals selected are divided into 4 grades, so in our 
paper, the range between the minimum and maximum 
is also divided into 4 intervals. The integers from 1 to 4 
are assigned to 4 intervals from small to large. The 
discrete results (portion) are shown in Table 3. 

According to algorithm of indicator reduction 
based on equivalence relation, we write programs to 
solve the problem and obtain five key evaluation 
indicators after reduction: Extended cited rate, extended 
impact factor, extended H index, average number of 
citations and fund citations number. That is, the grade 
of evaluation according to the key evaluation indicators 
can fully consistent with the results according to the all 
evaluation indicators. 

 
Table 1: Evaluation indicators of food journals  
 D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 R
J1 16408 1243 0.085 0.85 1.047 0.77 20.72 13 1685 20.98 0.69 0.9
J2 1634 448 0.068 0.86 0.846 0.62 7.47 7 205 19.04 0.83 0.9
J3 1581 390 0.068 0.92 0.917 0.68 6.5 7 380 19.25 0.81 0.8
J4 7017 791 0.115 0.8 0.709 0.78 13.18 9 2467 16.82 0.59 0.8
J5 2543 403 0.068 0.88 0.849 0.65 6.72 7 311 17.2 0.68 0.8
J6 4820 741 0.072 0.95 0.55 0.7 12.35 8 871 10.98 0.7 0.8
J7 2675 509 0.126 0.75 0.914 0.7 8.48 8 463 11.57 0.53 0.8
J8 1299 240 0.051 0.9 0.544 0.55 4 7 196 12.43 0.42 0.8
J9 2755 454 0.098 0.89 0.858 0.65 7.57 9 264 11.36 0.54 0.8
J10 1063 248 0.095 0.91 0.562 0.28 6.2 5 147 8.97 0.687 0.8
J11 2128 411 0.167 0.78 0.913 0.72 6.85 7 420 14.76 0.59 0.7
J12 1705 303 0.075 0.82 0.622 0.58 5.05 6 371 11.12 0.28 0.7
J13 4744 751 0.082 0.94 0.717 0.73 12.52 11 803 11.42 0.537 0.7
J14 391 133 0.029 0.94 0.595 0.38 2.22 4 71 16.9 0.3 0.7
J15 1846 426 0.097 0.95 0.567 0.68 7.1 8 207 13.74 0.43 0.6
J16 1974 598 0.109 0.96 0.679 0.63 9.97 7 265 11.51 0.44 0.6
J17 976 415 0.048 0.98 0.643 0.5 6.92 7 251 10.48 0.167 0.6
J18 721 169 0.105 0.91 0.936 0.09 15.36 5 76 18.53 0.67 0.6
J19 419 143 0.01 0.75 0.276 0.19 0.81 4 204 4.52 0.13 0.6
J20 1132 268 0.052 0.95 0.41 0.62 4.47 5 594 9.4 0.406 0.6
 
Table 2: The results (portion) of normalized indicators 
 D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11
J1 1.000  1.000  0.478  0.435  1.000 0.986 1.000 1.000 0.674  1.000 0.800
J2 0.078  0.284  0.369  0.478  0.739 0.768 0.335 0.333 0.056  0.882 1.000
J14 0.272  0.557  0.459  0.826  0.572 0.928 0.588 0.778 0.306  0.419 0.581
J15 0.000  0.000  0.121  0.826  0.414 0.420 0.071 0.000 0.000  0.752 0.243
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Table 3: The discrete result (portion) of evaluation indicators 
 D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 
J1 4 4 2 2 4 4 4 4 3 4 4 
J2 1 2 2 2 3 4 2 2 1 4 4 
J14 1 1 1 4 2 2 1 1 1 4 1 
J15 1 2 3 4 2 4 2 2 1 3 2 

 
Table 4: Comparative comprehensive ranking result 
Journal-NO. BP G-T R Journal-NO. BP G-T R 
J1 1 1 1 J11 8 15 11 
J2 2 4 2 J12 11 16 12 
J3 3 13 3 J13 12 10 13 
J4 4 3 4 J14 17 17 14 
J5 6 2 5 J15 15 18 15 
J6 5 11 6 J16 16 12 16 
J7 7 5 7 J17 10 8 17 
J8 9 7 8 J18 20 14 18 
J9 14 9 9 J19 19 20 19 
J10 13 6 10 J20 18 19 20 

 

 
 

Fig. 2: The sample training results of the best hidden layer 
nodes 

 
According to the reference (Li et al., 2007), it 

shows that the impact factor, H index, citations are all 
common key indicators, so the five key indicators 
herein after reduction obtained are reasonable. 

Thus, after reduction, we can extract key 
evaluation indicators of journals, so we denote B1, B2, 
B3, B4, B5, respectively as extended cited rate, 
extended impact factor, extended H index, average 
number of citations and fund citations number. The 
indicator set B = {B1, B2, B3, B4, B5}. Thus, we 
established a key evaluation system of food journals. 
 
Comprehensive evaluation of food journals based on 
BP neural network: 
Generation of training sample: The establishment of 
reliable and efficient BP neural network model requires 
a lot of training samples and necessary test samples 
(Lou et al., 2009). We use the method in the above 
section to deal with indicator in the key indicators 
system, any two indicators of five key indicators up and 

down reversely 10% and the remaining indicators 
unchanged. In this way, we believe that the evaluation 
grades of journals are the same. With the help of the 
approach to deal with all the indicators, we can get 400 
training samples. 
 
Evaluation results of neural network: With the help 
of MATLAB 7.0 neural network toolbox, we use 
training function of momentum back propagation 
algorithm of gradient descent. In the training figure, the 
vertical coordinate represents all the error level of 
parameters and the abscissa represents the n-th iteration 
steps in the iterative training process forward. The 
curve describes the error performance trend and straight 
line is the desired error target. In the training process, 
we use 400 samples data, 10 hidden layer nodes, the 
minimum error of training objective is set to 0.001, the 
training times are set to 500 times and the learning rate 
is set to 0.05. The sample training results are shown in 
Fig. 2. 

Figure 2, in accordance with the expected error 
level of 0.005, after about 90 times of iterations to 
achieve the desired target error. After the training is 
completed, we can input evaluation indicators of 20 
food journals selected and we can get the output value. 
Taking into account all the training indicators are the 
maximum indicator. So the greater output value, the 
higher ranking. According to the output values, we can 
rank the food journals. 

We compare the results of the model, the Grey 
correlation-TOPSIS method and the rankings in a A 
Report on Chinese Academic Journals Evaluation. In 
this way, we can verify the reasonableness of this 
model. Comparative results are shown in Table 4.  
 
Evaluation results of Grey correlation-TOPSIS: We 
use Grey correlation-TOPSIS method to evaluate the 
journals, firstly we get the values of each grey 
correlation degree in the key evaluation system of food 
journals: 
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B1 0.6587r  , 
B2 0.7599r  , 

B3 0.6969r  ,  

B4 0.7401r  ,
B5 0.8992r   

 
And then we calculate the weights of each indicator: 
 

B1 0.1709  , 
B 2 0 .1 9 7 1  , 

B 3  0 .1 80 8  , 

B 4 0 .1 9 2 0  , 
B 5  0 .2 5 9 2   

 
Lastly we use TOPSIS method with the obtained 

weights to rank food journals in Table 3 and we obtain 
the evaluation results shown in Table 4. 

 
RESULTS 

 
This study selects 20 food journals from A Report 

on Chinese Academic Journals Evaluation as research 
objects, as well as searches the data of seven common 
evaluation indicators of these journals from CHINESE 
S and T JOURNAL REPORTS (Expanded Edition). 
Combine the comprehensive evaluation model of food 
journals based on rough sets and neural network and 
Grey correlation-TOPSIS method, we obtain the 
evaluation results of neural comprehensive evaluation 
model (BP for short), those of Grey correlation-TOPSIS 
method (G-T for short) and also the ranking of these 
journals in A Report on Chinese Academic Journals 
Evaluation(R for short). Three rankings above shown in 
Table 4.  

As can be seen from Table 4, overall, the 
comprehensive evaluation result of food journals based 
on rough sets and neural network obtained and the 
rankings in A Report on Chinese Academic Journals 
Evaluation, is relatively close, especially the rankings 
of the top seven are almost the same, indicating that the 
model used herein is reasonable. Because different 
evaluation systems use different evaluation principles 
and evaluation indicators, the result is a little bit 
different. But the overall ranking trend is consistent.  
 

DISCUSSION 
 

In this study, we use the absolute value of the 
deviation between the obtained results and the rankings 
in A Report on Chinese Academic Journals Evaluation 
to describe the level of the evaluation results. The 
deviation value of Grey correlation - TOPSIS method is 
64, but the deviation value of the comprehensive 
evaluation model is 30. Therefore, the established 
method in this study is relatively better than grey 
correlation-TOPSIS method and also it can show the 
rationality and accuracy of the model. 

But few individual rankings of the comprehensive 
evaluation model of food journals based on rough sets 
and neural network in Table 4 have a relatively larger 
deviation, for example, the ranking of J9 and J17 have a 
relatively big difference. Since the weights of the key 
indicator system are the same in this study, maybe one 
or two of key indicators could have a larger impact on 

the evaluation results of J9 and J17. So the result has a 
larger deviation to some extent. 

In summary, in the process of evaluation of food 
journals, the key indicator system after reduction is 
reasonable, the principle of generating the sample is 
feasible and effective and the modeling process of BP 
neural network is reliable and reasonable. Hence, the 
model has a certain practicality and applicability.  
 

CONCLUSION 
 

Compared with grey correlation, we know that 
based on rough set theory and neural network for 
journals evaluation can have a fully data mining, 
providing a model for a more efficient and reasonable 
academic evaluation of journals. 

We take the advantage of rough set to deal with 
imprecision and uncertainty of the data sample and use 
it to make a pretreatment to obtain key indicator 
system, reducing properties of sample, reducing 
dimension of sample. On this account to map the key 
indicator to the training samples of neural network, we 
can build the number of hidden layer and hidden layer 
neurons and in this way, making the network more 
logical and reducing the training time of neural 
network, enhancing accuracy and generalization of 
training. We compare the results of the model, the Grey 
correlation-TOPSIS method and the rankings in A 
Report on Chinese Academic Journals Evaluation and 
we find that the results of the model are reasonable and 
accurate. 

The modeling process is credible, but because we 
do not take into accounts the specific weight of each 
indicator of the key indicator system, just supposing 
they are approximately the same, the further research in 
the future we can optimize this point. 

Rough set theory and neural network are widely 
used in the field of academic evaluation, but they can 
also be applied to other aspects such as mine ventilation 
system evaluation (Wang et al., 2011), Optimization of 
Parameters (Yang et al., 2015). And in the future, we 
can have an in-depth study. A hybrid of these two 
methods can be applied not only evaluation studies, 
also be to other fields, such as dynamic variation 
analysis (Guo et al., 2015). 
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