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Abstract: The aim of this study is to review various extensions of the nearest neighbor algorithm and discuss their 
approach along with limitations of the method. In nonparametric classification, no prior information is required for 
predicting the class label. k-Nearest Neighbor is the simplest and well known algorithm used in data mining The 
various extensions of k-nearest neighbor algorithm which have been studied are weighted nearest neighbor, feature 
selection methods, fuzzy nearest neighbor, genetic algorithm based classifiers and nearest neighbor algorithm using 
ensembling techniques. 
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INTRODUCTION 

 

Classification is the process of assigning objects to 
some predefined categories. This technique encircles 
many assorted applications like spam email detection, 
based on result of MRI scans categorization of cells as 
malignant or benign, prediction of the customers as 
loyal or defaulter in loans etc.  

A classification technique is an organized approach 
for building classification model from the given input 
dataset. Some of the well-known classification 
techniques are neural networks by Haykin (1998), rule-
based classifiers by Liu et al. (2000), k-Nearest 
Neighbor classifier, decision tree (survey given by 
Safavian and Landgrebe (1991) and naïve bayes 
classifier (empirical study given by Rish (2001). The 
learning algorithm of each technique is employed to 
build a model which is used to find the relationship 
between the attribute set and class label of the given 
input data. The key objective of the technique is to 
build a model with best generalization fitness. Decision 
tress and rule-based classifiers are examples of eager 
learners or active learners because their model maps the 
input attributes to the class labels immediately in the 
training data. On the other hand, some classifiers delay 
this process until it is needed to classify. They are 
known as lazy learners. K-Nearest Neighbor classifier, 
a nonparametric classifier, is the best example of a lazy 
learner. 

The nearest neighbor method given by Fix and 
Hodges (1951) is one of the simplest techniques in 
predictive mining. Let x be an input with j features (ai1, 

ai2, ….. aij) and n be the total number of inputs, then the 
distance between input x and xj (j = 1, 2 …. n) is 
defined using Euclidean distance measure as: 

 

 ���, ��  � =  	∑ (� − ��)�����   

 
The class label for the input point is the class label 

of the nearest neighbor. The first extension to this idea 
is the k-nearest neighbor, which is widely used and well 
known algorithm. Here not only the nearest neighbor 
but k nearest neighbors are considered for predicting 
the final class label. This parameter k is given by the 
user. The classification performance varies significantly 
with different values of k. This value of k defines the 
space of the neighborhood. If k is taken as 1, then class 
label is determined by the class label of nearest 
neighbor. When k is equal to number of samples, this 
information becomes general. Typically large value of k 
may increase the classification accuracy but distribution 
of neighbors may belong to more than one class which 
may result into incorrect class label. 
 
Extensions of the K-nearest neighbor classifier: 
Weighted nearest neighbor techniques: In weighted 
KNN classifier, the classification process consists of the 
following steps: 
 

• Assign each neighbor xi a weight wi using a weight 
assignment technique. 

• Assign class label qc to the query point using the 
rule given below: 
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 �� = min  ��  (∑ ���� ) 
 

The simplest approach to find the class label is 
assigning the majority class among the nearest 
neighbor. It makes sense to add weights to the 
neighbors and the general technique is to find the 
weight of a class by inverse of their distance to the 
query (q): 

 

����� = ∑ �
�(�,�� )�  1. (�� , ��)  

 
where, �� is the class label and �(�, �� ) is the distance 

between query point and test example and (�� , ��) 
returns 1 if class label match otherwise 0. 

Shepard (1987) gave another approach for weight 
which uses an exponential function instead of inverse: 

 

 ����� = ∑ !"#���
�(�,��)

#  1. (�� , ��)  

 
As an improvement to KNN, Dudani (1976) 

introduced distance-weighted KNN (WKNN) 
algorithm. However, WKNN does not produce 
satisfactory results due to the existence of outliers, 
particularly in small sample size dataset. 

On the basis of WKNN by Dudani (1976), a new 
Distance-Weighted K-Nearest Neighbor Rule 
(DWKNN) was given by Gou et al. (2012) using dual 
distance-weighted function. They employed the dual 
distance-weights neighbors to find out the class of the 
object. Simply majority voting for KNN may not be 
effective if the neighbors vary widely with their 
distances. In DWKNN the original weight is multiplied 
with a new weight to determine the dual weight. This 
method reduces the weight of nearest neighbors and 
provides too much weight to the outliers as compared to 
the WKNN and improving the classification 
performance. However, DWKNN is not effective with 
irregular class distribution. 

Zuo et al. (2008) defined the weighted KNN rule 
as a constrained optimization problem and contributed a 
kernel difference weighted k- nearest neighbor (KDF-
KNN). Unlike DS-WKNN given by Dudani (1976), 
KDF-KNN first finds out the k nearest neighbors and 
then evaluates the difference between nearest neighbors 
and the query point. They took the weight assignment 
as constraint optimization problem, formulated as 
quadratic programming problem, which can be solved 
using Langrangian Multiplier method. The KDF-KNN 
method was applied to 30 standard data sets and results 
obtained were better than KNN and DWKNN.  

Hechenbichler and Schliep (2004) gave the idea 
that the observations close to new observation should 
get higher weight as compared to other neighbors. To 
achieve this, nearest neighbors have to be transformed 
into similarity measures which can be further used as 

weights. After finding the similarity measure for the 
training dataset, each input is classified into the class 
with largest added weight. This method cannot solve 
the problem of variable selection. Too many covariates 
vary completely at random and thus do not have any 
prediction for target and as such may cause severe 
disturbance to the prediction. 
 
Feature selection techniques: Identification of 
relevant features and removal of other irrelevant 
features has been an interesting problem in the area of 
machine learning. In Langley (1994) reviewed this 
problem and described it in the form of heuristic search. 
He presented the task of feature selection as a search 
problem having a subset of possible features in each 
state. The four issues were addressed: 
 

• To determine forward selection or backward 
selection 

• Adding and removing features at each decision 
point 

• Strategy to evaluate alternative subset of attributes 
(filter method or wrapper method) 

• Criteria for halting the search 
 

Feature selection is of extreme importance to 
enhance the speed of learning and to improve the 
quality. Kira and Rendell (1992) presented a new 
feature selection algorithm RELIEF which uses a 
statistical method and does not include heuristic search. 
This algorithm takes the assumption that scale of every 
feature is either nominal or numerical. A function is 
defined to update the feature weight vector for every 
sample and the average feature weight called 
‘Relevance’ is determined. However, this algorithm is 
valid only when the relevance is large for relevant 
features and small for other features. 

Marchiori (2013) investigated a decomposition of 
RELIEF into the class dependent feature weight terms. 
They showed that adding complementary 
characteristics of a feature in different classes neutralize 
each other otherwise they may give different weight 
contributions. Therefore, relevance of some features for 
a single class may not be detected. 

In feature selection techniques, generally a search 
strategy is incorporated to explore the space of subsets 
of features which includes methods for finding starting 
point and generating candidate subsets and evaluation 
criteria to compare the suitability of candidates. This 
evaluation scheme can be divided into two broad 
categories: 

 
• Filter approach: In this approach the irrelevant 

features are removed from the set of features 
before applying the learning objective. 

• Wrapper method: In this method the learning 
algorithm is used to select the features from the 
feature set. 
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The limitation of filter approach is that features are 
considered in isolation. Therefore two strongly 
correlated features either may be ignored or may be 
redundant. Wrapper method overcomes the limitations 
of filter approach as classifier is itself wrapped in 
feature selection process. It is done either through 
forward selection or through backward selection. The 
forward selection starts with no features and each 
feature is added at a step. The backward selection 
process starts by considering all features initially and 
irrelevant features are removed at every step. 

Das (2001) examined the pros and cons of filter 
and wrapper methods used in feature selection and 
proposed a new hybrid algorithm. This algorithm was 
based on the concept of boosting from computational 
learning theory. He presented Boosted Decision Stumps 
for Feature Selection (BDSFS) algorithm by using 
Adaboost to bridge the gap and giving more informed 
filter method. The algorithm used boosted decision 
stumps as the weak learners. The algorithm was, 
however, not well suited for multi-class datasets. 
 
Fuzzy K-nearest neighbor techniques: In the KNN 
classifier each of the samples in the training set is given 
equal importance for the assignment of class label. This 
may cause problems at the places where sample sets 
overlap. Also there is no indication of the membership 
of the input sample to a class. Keller et al. (1985) 
addressed this issue by incorporating fuzzy-set theory 
in the KNN. Fuzzy sets were introduced by Zadeh 
(1965) and derived by generalizing the concept of a 
characteristic function to a membership function. A 
fuzzy set gives the advantages of degree of membership 
in a set rather than binary value of belongingness. A 
fuzzy technique specifies the degree to which an object 
belongs to each class. In the fuzzy k-nearest neighbor 
algorithm class membership is assigned to a sample 
vectors rather than assigning any vector of particular 
class. The algorithm was tested on three datasets and 
based on the membership, samples were correctly 
classified. 

Based on the fuzzy set theory, Bian and Mazlack 
(2003) contributed fuzzy-rough nearest neighbor 
approach which is more suitable for unbalanced data. 
They incorporated rough uncertainty into the fuzzy 
KNN classifier and named it as fuzzy-rough nearest 
neighbor classification approach. It is generalization of 
the fuzzy nearest neighbor approach given by keller. 
The rough set method was introduced by Pawlak 
(1998). The rough set theory is based on the assumption 
that for every object in the universe there is some 
associated crisp concept or information that can 
approximate it. Objects characterized by same set of 
information are indiscernible. The mathematical basis 
of rough set theory is the indiscernibility relation 
generated in this way. The fuzzy-rough nearest 
neighbor approach contains upper as well as lower 
membership degree and hence more meaningful 

interpretations can be drawn. Unfortunately, this study 
also has certain limitations. However, the approach was 
limited for small datasets and was not able to handle the 
datasets with missing values. 

The fuzzy KNN algorithm collects the evidences 
from k-closest neighbors and hence it is difficult to 
choose proper value of k. Fuzzy-rough version of KNN 
proposed by Bian and Mazlack (2003) is not suitable 
when training pattern is noisy. In Sarkar (2007) 
investigated fuzzy and rough uncertainties in KNN to 
overcome the drawbacks of conventional KNN. They 
observed that class labeling associates with two types of 
uncertainties i) The fuzzy uncertainty which is due to 
the overlapping of classes and ii) Rough uncertainty 
which is due to insufficient features. To model this, 
Sarkar (2007) employed the concept of fuzzy-rough set 
in KNN and Fuzzy-Rough Nearest (FRNN) algorithm 
was proposed. The algorithm was built in a manner so 
that its output was interpreted as fuzzy-rough 
ownership. FRNN considers all training patterns as 
neighbors with different degree unlike considering K 
nearest neighbors in conventional KNN. Hence it 
avoids the problem of selecting optimum value of k. 
However, the FRNN has certain drawbacks and not 
considered so good in terms of space and time 
complexity. 
 
Genetic algorithm: Genetic Algorithms were first 
developed by Goldberg and Holland (1988), are well 
known computational models today. Genetic algorithms 
have been an effective tool in data mining and are 
useful when mathematical analysis does not exist to 
narrow down the search space for large and complex 
solutions. Genetic algorithms ponders that solution to 
the given problem can be found in the genetic pool of 
the population but is possible only after the association 
of different genes using genetic operations. These 
algorithms have been successful in various data mining 
techniques such as association rule mining, 
classification and clustering. Genetic algorithm can be 
applied in data mining in two ways; one using 
hypothesis testing and refinement when some 
hypothesis is presented by user and system evaluates 
hypothesis and then refines it. Second is to design some 
hybrid techniques by blending known data mining 
techniques with genetic algorithms. 

Kelly and Davis (1991) used genetic algorithm to 
enhance the performance of KNN classifier. They 
observed that when attributes are misleading or 
irrelevant to classification the conventional KNN may 
be less effective. Therefore to make the distance 
measure more meaningful, a real valued genetic 
algorithm is needed to find vectors of attribute 
weighting. The genetic algorithm weighted KNN (GA-
WKNN) algorithm combines the optimization 
capabilities of genetic algorithm and weighted KNN 
algorithm. GA-WKNN was tested on three datasets and 
cross validation error estimation techniques were 
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performed. It was observed that the GA-WKNN 
algorithm is an improvement over KNN but a number 
of issues such as class based derivation of attribute 
weight vector, techniques for learning real valued 
weight vectors and choice of optimum k remain 
unaddressed. 

Ho et al. (2002) provided a novel Intelligent 
Genetic Algorithm (IGA) which is superior to the 
conventional genetic algorithms in solving optimization 
problems. They developed a method for designing an 
optimal 1- nearest neighbor classifier using intelligent 
genetic algorithm with an intelligent genetic algorithm 
with an intelligent crossover operation of genetic 
algorithm. This algorithm is successful to solve large 
parameter optimization problem but is limited to the 
one nearest neighbor and does not considers other 
neighbors. 

Aci et al. (2010) contributed a hybrid method by 
integrating Bayesian method and Genetic algorithm in 
the KNN classifier. They applied the Bayesian method 
based expectation maximization on the selected data set 
and then k-nearest neighbor method was applied. 
Genetic algorithm was applied on the last generated 
dataset. Data were sorted repeatedly according to their 
distances to define the crossover ratio. The method was 
tested on breast cancer, Iris, glass, yeast and wine 
datasets and showed improvements as compared to 
conventional methods. However, this method is useful 
only for the small datasets. 
 
Ensembling techniques: Ensembling techniques are an 
active area of research in supervised learning. In 
machine learning, an individual model may behave as 
an expert opinion for a particular dataset and may 
provide the best results whereas it may not produce 
appropriate results for the other problem. In such cases, 
to obtain more reliable decisions, different models can 
be combined. It has been found by the researchers that 
ensembles are more accurate than an individual 
classifier. Recently Ensemble methods have been most 
influential methods in machine learning. Multiple 
models are combined into one which is more accurate 
than any of its components. Two main algorithms for 
Ensembling are Bagging and Boosting.  

Bagging or Bootstrap Aggregation was introduced 
by Brieman. It is an ensemble method for improving 
accuracy of a classifier. It was given as a variance 
reduction technique by Breiman (1996). Due to its 
simplicity and easiness of implementation it has taken 
much attention by the researcher. Büchlmann and Yu 
(2002) showed bagging techniques to improve the 
accuracy of classification trees. Büchlmann and Yu 
(2002) showed bagging as a smoothing operation and 
this amount of smoothing is generated automatically. 
They discussed those Bagging smoothes indicator 
functions, which in some of their base procedures are 
inherent. They also discovered that due to averaging 
over different predictor variables, bagging may also 

have a positive effect. The main disadvantage of 
Bagging is lack of interpretation. 

Boosting is another principled approach of 
Ensembling. In this iterative approach, misclassified 
instances are re-weighted and their importance is 
increased for resulting models, thus increasing chance 
for fixing the errors. A famous algorithm for boosting is 
AdaBoost also known as Adaptive Boosting given by 
Freund and Schapire (1996). Bagging is a parallel 
ensemble method whereas boosting methods are 
sequential.  

In AdaBoost, in the training phase a sequence of 
classifiers is produced using same base classifier. Each 
classifier is dependent on the previous classifier and it 
focuses on the errors of previous classifier. In each 
iteration, incorrectly predicted examples are given 
higher weights and correctly predicted examples are 
given lower weights. In the testing phase, the results of 
sequence of classifiers are combined to determine the 
final outcome. AdaBoost algorithm is formulated for 
binary class problem and not easily applied on 
multiclass problems. 

Amores et al. (2006) used functional 
approximation to estimate the similarity function as 
generalization method instead of estimating a 
parametric or similarity distance. For this the AdaBoost 
with decision stumps is used. This method has various 
advantages. The proposed distance estimation method 
is applicable for all kind of classifiers and is not based 
on parametric approach. The method is effective when 
training set is small and the estimated similarity uses a 
small number of dimensions resulting in dimensionality 
reduction. However, this is only applicable for small 
training set. 

Athitsos and Sclaroff (2005) contributed a method 
to combine boosting with k- Nearest Neighbor 
classifier. They took a large number of distance 
measures as input and weighted linear combinations of 
these distance measures as outputs. For achieving the 
accuracy these output distance measures were 
optimized. The algorithm was applied on eight pattern 
recognition datasets and gave lower error rates as 
compared to AdaBoost algorithm. This algorithm 
converts multi-class problem to a single binary class 
problem but hard to apply where number of classes are 
more. 

The boosting algorithms work fine for two class 
problems but it is difficult and complex to predict the 
class label for multiclass problems. 
 
Data uncertainty: The existence of uncertainty in data 
disturbs the results of data mining techniques. The 
features which have a greater level of uncertainty need 
to be cured in a different way as paralleled to the 
features having poorer level of uncertainty details given 
by Agrawal (2014). The basic KNN method is unable to 
handle the uncertainty and imprecision in the labeling 
of known classes. This can lead to a problem as in real 
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life in many cases uncertainty arises. Agrawal and Ram 
(2015a) reviewed various existing data classification 
techniques for uncertain data using the k nearest 
neighbor approach. Agrawal and Ram (2015b) 
proposed a new effective distance measure to handle 
the features having uncertain attributes. This method is 
however able to handle only the numerical features with 
uncertain values. 
 

CONCLUSION 
 

Although the extensions of k-Nearest Neighbor 
classifiers discussed so far has shown remarkable 
improvement in the accuracy of classifier as compared 
to the traditional method but there are some limitations 
of each algorithm. In future the researchers should 
focus on designing and developing a classification 
algorithm using K-Nearest Neighbor to remove the 
deficiencies pointed out above and to produce the 
results with improved accuracy. 
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