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Abstract: The Supply chain can describe the activities that are involved in the chain, or the companies, or the 
different functions. In literature there are a lot of models describing the Supply chain from different perspectives. 
Currently supply chains performance measurement systems suffer from being too inward looking, ignoring external 
environmental factors that might affect the overall supply chain performance when setting new targets. The most 
efficient Supply chain is the one that has the lowest possible cost and at the same time meet the customer’s 
expectations on service like delivery precision and lead-time. In this study decision based technique C4.5 is 
improved using correlation coefficient of Kendall for effective classification. The correlation coefficient of Kendall 
is adapted to improve the system. The C4.5 not only produce discrete attributes, but also continuous ones can be 
handled, handling incomplete training data with missing values and it is prune during the construction of trees to 
avoid over-fitting. The accuracy is calculated by sensitivity and specificity for the proposed and existing technique 
for the textile synthesis dataset. Obtained results will prove the efficiency of this proposed technique based on its 
accuracy. 
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INTRODUCTION 

 
In Recent Years, Supply Chain Management 

(SCM) has received an increased amount of interest 
both from researchers and in the industry. The SCM 
concept came up before the 1960s (Huan et al., 2004). 
More and more companies have to focus on their 
Supply chain in order to be successful in their business. 
Already in 1997 top managers had recognized the 
importance of having effective Supply chains to create 
competitive advantage according to Higginson and 
Alam (1997) and Cooper et al. (1997). A wide range of 
metrics for supply chain performance have been 
proposed using an equally diverse portfolio of 
methodologies (Estampe et al., 2013). 

The margins for many companies are becoming 
smaller and smaller due to increasing demand from the 
customers on lower prices. Solvang (2001) writes that 
one of the biggest challenges for manufacturing Supply 
chains is to continuously improve their performance so 
that their competitiveness can be sustained in long term. 
To be able to survive on the market the companies have 
to  cut  cost  in  all  areas and focus on SCM. Tummala 
et al. (2006) state to make changes to the Supply chain 
helps to lower cost and enables a company to more 
easily compete based on the price. Many concepts for 
Supply chain design and Supply chain modelling have 
been presented during the last couple of years with 
different focus according to Svensson (2003). 

Usually a company’s Supply chain is defined as 
“the network of organizations that are involved, through 
upstream and downstream linkages, in the different 
processes and activities that produce value in the form 
of products and services in the hand of the ultimate 
customer” (Christopher, 1998).  

Supply Chain Management and Supply Chain 
Cost are important parts of company. Company must 
have the following functions (Sotiris, 2000): 
 

• Research and development  

• Marketing and sales  

• Supply  

• Service 
 

General administration and business controlling: 

Out of these five functions of a company, Supply is part 

of the Supply chain, but also parts of the other functions 

may be included in the scope of the Supply chain. The 

Supply chain structure differs between different types 

of products and services. Multi-agent systems may be 

particularly useful for modeling supply chain dynamics 

(Jain et al., 2009). The entities involved within a supply 

chain can be represented by agents able to perform 

actions and make autonomous decisions in order to 

meet their goals (Sycara, 1998; Wooldridge, 1999). 

Supply chain organization is, therefore, a distributed 

process where multiple agents apply their own retrieval 



 

 

Res. J. App. Sci. Eng. Technol., 9(2): 91-97, 2015 

 

92 

and filtering capabilities. Multi Agent Systems (MASs) 

provide an appropriate infrastructure for supporting 

collaboration among geographically distributed supply 

chain decision-makers (Jain et al., 2009). As an 

example, in MASCOT (Multi-Agent Supply Chain 

coordination tool) system (Norman et al., 2003) a set of 

agents help users distributed across multiple companies 

to collaborate on the development and revision of 

supply chain solutions through an open and uniform 

communication and coordination interface. 

Many works highlight the importance of a dynamic 

configuration of supply chains for market changes 

adaptation. In Jain et al. (2009) the author after a 

discussion about information related issues in a 

dynamic supply chain propose the definition of models 

based on the integration of agent technology and Petri 

networks to improve information flows and highlight 

potential risks for supply chain actors. In Selwyn 

(2005), a machine learning algorithm based on decision 

tree building allows for the choice of the best node at 

each stage of the supply network analyzing the 

combination of parameters such as price, lead-time, 

quantity, etc. 

 

LITERATURE SURVEY 

 

The premise of Supply Chain Management (SCM) 

is that the performance of a single company depends 

more and more on its ability to maintain effective and 

efficient relationships with its suppliers and customers 

(Chen and Paulraj, 2004; Croom et al., 2000). 

Therefore, managerial tasks are moving from an 

organizational scale to a supply chain scale (Lambert 

and Cooper, 2000) and thus encompass the inter-

organizational integration and coordination of dispersed 

supply chain activities. Empirical research suggests that 

knowledge sharing and reuse between supply chain 

participants are important determinants of supply chain 

performance at both the strategic and operational level 

(Hult et al., 2006; Paulraj et al., 2008). The role of 

information systems to support this task is subject of 

much research (Gosain et al., 2004; Gunasekaran and 

Ngai, 2004; Rai et al., 2006). 

Knowledge sharing and reuse between supply 

chain participants face many organizational obstacles 

such as confidentiality, trust and norms. However, 

fundamental prerequisites for knowledge sharing are 

means for exchanging, processing and interpreting the 

relevant domain knowledge by using one or more 

representations of this knowledge. Since such 

representations may be diverse and serve different 

objectives, formal ontology has been proposed to 

represent domain knowledge, enhance communication 

between participants and support interoperability of 

systems (Kishore et al., 2004). A formal ontology 

formally captures knowledge through concepts, 

relationships and axioms and can be regarded as the 

conceptual model of a knowledge base (Guarino, 1998). 

The application of ontology in SCM has led to a large 

number of ontologies for various SCM tasks, e.g., 

planning (Chandra and Tumanyan, 2007) as well as 

more generally representing arbitrary supply chains 

(Zdravkovic et al., 2011). 

Fuzzy logic is a technique suitable for dealing with 
uncertainty and subjectivity, which becomes an 
interesting auxiliary approach to manage performance 
of supply chains. A descriptive quantitative approach 
was adopted as research method, based on the 
prediction model. Statistical analysis of the prediction 
model results confirmed the relevance of the causal 
relationships embedded in the model. The findings 
reinforce the proposition that the adoption of a 
prediction model based on fuzzy logic and on metrics 
of the SCOR model seems to be a feasible technique to 
help managers in the decision making process of 
managing performance of supply chains (Ganga and 
Carpinetti, 2011). 

The modeling approach used in Anderson et al. 
(1989) stated that in measuring logistics performance, a 
comprehensive strategy of measurement is necessary 
for the successful planning, implementation and control 
of the different activities comprising the business 
logistics function. Stainer (1997) advocated that a set of 
performance measures is needed in order to determine 
the efficiency and/or the effectiveness of an existing 
system, or to compare competing alternative systems. 

Murthy (1998) provided an overview of work in 
decision trees and a sample of their usefulness to 
newcomers as well as practitioners in the field of 
machine learning. Decision trees are trees that classify 
instances by sorting them based on feature values. Each 
node in a decision tree represents a feature in an 
instance to be classified and each branch represents a 
value that the node can assume. Instances are classified 
starting at the root node and sorted based on their 
feature values. 

 

PROPOSED METHODOLOGY 
 

The proposed methodology of SCM consists of 

following algorithms. 

 

Decision trees: Decision trees are trees that classify 

instances by sorting them based on feature values. Each 

node in a decision tree represents a feature in an 

instance to be classified and each branch represents a 

value that the node can assume (Sotiris and Panayotis, 

2009). Instances are classified starting at the root node 

and sorted based on their feature values. Figure 1 is an 

example  of  a  decision  tree for the training set of 

Table 1. 

Using the decision tree depicted in Fig. 1 as an 

example, the instance 〈at1 =  a1, at2 =  b2, at3 = a3, at4 =  b4〉 would sort to the nodes: at1, at2 and 

finally at3, which would classify the instance as being 
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Fig. 1: A decision tree 

 
Table 1: Training set 

at1 at2 at3 at4 Class 

a1 a2 a3 a4 Yes 

a1 a2 a3 b4 Yes 
a1 b2 a3 a4 Yes 

a1 b2 b3 b4 No 

a1 c2 a3 a4 Yes 
a1 c2 a3 b4 No 

b1 b2 b3 b4 No 

c1 b2 b3 b4 No 

 

positive (represented by the values “Yes”). The 

problem of constructing optimal binary decision trees is 

an NP complete problem and thus theoreticians have 

searched for efficient heuristics for constructing near-

optimal decision trees. 

 

C4.5 Algorithm: The most well-know algorithm in the 

literature for building decision trees is the C4.5 

(Quinlan, 1993). C4.5 is an extension of Quinlan's 

earlier ID3 algorithm (Quinlan, 1979). C4.5 has a very 

good combination of error rate and speed. 

C4.5 builds decision trees from a set of training 

data in the same way as ID3, using the concept 

of information entropy. The training data is a set S = S�, S�, …of already classified samples. Each 

sample S� consists of a p-dimensional vector, (x�,� , x�,�, … x�,�) where  x�  represent attributes or 

features of the sample, as well as the class in 

which S� falls. 

At each node of the tree, C4.5 chooses the attribute 

of the data that most effectively splits its set of samples 

into subsets enriched in one class or the other. The 

splitting criterion is the normalized information gain 

(difference in entropy). The attribute with the highest 

normalized information gain is chosen to make the 

decision. The C4.5 algorithm then recurs on the smaller 

sub lists. 

This algorithm has a few base cases: 

 

• All the samples in the list belong to the same class. 

When this happens, it simply creates a leaf node 

for the decision tree saying to choose that class. 

• None of the features provide any information gain. 

In this case, C4.5 creates a decision node higher up 

the tree using the expected value of the class. 

• Instance of previously-unseen class encountered. 

Again, C4.5 creates a decision node higher up the 

tree using the expected value. 

 

Counting Gain: here entropy is implemented it is 

defined as to measure or calculate the disorder of the 

data. It is defined as: 
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Entropy(y�) = − �  !" #!$#%�&�  log  !" #!$#                           (1) 

 

Iterating over all possible values of #y�#. The 

conditional Entropy is: 

 

 Entropy(j#y�) =  !" #!# log  !" #!$#                                    (2) 

 

Al last defined the gain: 

 Gain(y�, j) = Entropy,y� − Entropy(j#y�)-           (3) 

 

The goal is to maximize the gain, dividing by over 

all entropy due to split argument y� by value j. 

 

Kendall’s rank correlation coefficients: Kendall 

correlation coefficient (Kendall, 1955) is also uses 

nonparametric method for correlation measure. It is also 

regarded as Spearman rank correlation coefficient. 

Spearman correlation is calculated from variables’ rank 

rather Kendall correlation is associated with probability  

calculation. Kendal Correlation coefficient is denoted 

with the Greek letter τ (tau). Kendall-tau uses 

concordant or discordant values. The range of value of 

Kendall correlation coefficient is -1 to + 1. Let X and 

Y are the pair of measured and estimated inhibitory 

activity.   Kendall   tau   coefficient   is   defined   as   in 

Eq. (4): 

 

τ =  � � 12%,345 3"-12%,!45 !"-6"786478 %(%9�)                             (4) 

 

where,  

 

sgn,x�9 x�- =  ; 1 if ,x�9 x�- > 00 if ,x�9 x�- = 0−1 if ,x�9 x�- < 0 @  
 

sgn,y�9 y�- =  ; 1 if ,y�9 y�- > 00 if ,y�9 y�- = 0−1 if ,y�9 y�- < 0 @ 
 

 
 

Fig. 2: Agent decision network for selecting the suppliers that maximizes the utility associated with the supply chain 
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This coefficient quantifies the discrepancy between 

the number of concordant and discordant pairs. Any 

two pairs of ranks ,x�,x�- and ,x�,x�- are said to be 

concordant when xi < xj and yi < yj, or when x�, > x�,and y�,  >  y�, or when ,x�9 x�-,y�9 y�->0. 

Correspondingly, any two pairs of ranks ,x�,y�- and ,x�,y�- are said to be discordant when xi < xj andy�,  > y�,, or when xi > xj and yi < yj, or 

when,x�9 x�-,y�9 y�- <  0. Similar to the two previous 

correlation coefficients, Kendall’s tau ranges from -1 to 

+1, with the absolute value of τ indicating the strength 

of the monotonic relationship between the two variables 

(Fig. 2).  

However, Kendall’s tau can be 1 for even a wider 

range of scenarios than Spearman’s correlation 

coefficient. 

 

EXPERIMENTAL RESULTS 

 

To evaluate the performance of the proposed work 

for SCM, synthetic dataset is used. That dataset 

contains labels, Supplier id, quantity, cost, item id, 

material, size, quantity, Product Cost and dealer cost 

values. These are given for the proposed improved C4.5 

algorithm. The obtained results and its performance are 

measured and compared with existing technique for the 

input textile dataset. 

The classification of this algorithm is viewed in 
tree structure where the decision tree is classified as 
(Fig. 3). 
 
if x5<24 
  then node 2 
else if x5> = 24 

 then node 3  
else 4 
if x1<3.5  

then node 4  
else if x1> = 3.5 
  then node 5  
else 4 
if x1<3.5  

then node 6  
else if x1> = 3.5  

then node 7 
else 6 
  class = 4 
  class = 5 
if x2<2750 
  then node 8  
else if x2> = 2750 
 then node 9  

   

 
 
Fig. 3: Proposed technique viewed in tree representation 
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Table 2: Comparison table for accuracy 

Performance 

Measures 

Improved C4.5 for 

SCM (%) 

Fuzzy Classification For 

SCM (%) 

Accuracy 93.9 90.1 

 

else 1 

  class = 6 

if x2<1100  

then node 10  

else if x2> = 1100  

then node 11 

else 1 

class = 3 

class = 1 

if x9<6925 then 

 node 12 

else if x9> = 6925 then  

node 13  

else 2 

class = 3 

class = 2 

end 

 

Table 2 gives the accuracy comparison for the 

proposed technique C4.5 and existing technique fuzzy 

based classification for SCM. The accuracy here is 

measured by sensitivity and specificity. 

From the Table 2, the accuracy obtained by the 

proposed technique Improved C4.5 for SCM is 93.5% 

which is better when compared with existing technique 

of fuzzy based SOM whose accuracy is 90.1%. 

The comparison graph for accuracy calculated by 

sensitivity and specificity is shown in graph. From the 

figure it proves that accuracy of proposed improved 

c4.5 with Kendall correlation coefficient gives 

maximum while comparing with existing fuzzy based 

technique for SCM. 

 

CONCLUSION 

 

The SCM environment is very important complex, 

highly dynamic and with many constraints. An 

improved C4.5 technique is proposed here for SCM 

using Kendall correlation coefficients. Here the 

performance of this technique is measured for textile 

dataset. The processing time and accuracy is quite good 

than the traditional C4.5 technique. And from the 

experimental analysis the accuracy from sensitivity and 

specificity produces good result than existing fuzzy 

classification. Further this can be extended for large 

dataset and for few more agents in SCM. 
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