A Generalized Permanent Estimator and its Application in Computing Multi-Homogeneous Bézout Number
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Abstract: The permanent of a matrix has many applications in many fields. Its computation is #P-complete. The computation of exact permanent large-scale matrices is very costly in terms of memory and time. There is a real need for an efficient method to deal well with such situations. This study designs a general algorithm for estimating the permanents of the complex square or non-square matrices. We prove that the Multi-Homogeneous Bézout Number (MHBN) can be estimated efficiently using the new algorithm. Further, a proposition that provides some analytic results is presented and proved. The analytic results show the effectiveness and the efficiency of our algorithm over some recent methods. Furthermore, with the new algorithm we can control the accuracy as we need. A large amount of numerical results are presented in this study. By applying the algorithm that estimates MHBN we extend the applicability of the algorithm.
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INTRODUCTION

The permanent of a matrix is very important and has many applications. Its computation is #P-complete (Liang et al., 2007). The computation of exact permanent of large or even moderate matrices is very costly in terms of memory and time. There is a real need for an efficient method to deal well with such situations.

Liang et al. (2007) presented an estimator of permanents of square 0-1 matrices. In this study we present a general estimator, which can estimate the permanent of any matrix, square or non-square, integer matrix or even general complex matrix, the focus will be on non-negative real matrices. With the new method we can deal very efficiently with large-scale matrices and we can control the accuracy as we need.

An application of the new method is the estimation of MHBN. In this case we recognize the problem from two sides.

Firstly, MHBN of a multivariate polynomial system is an estimation of the number of isolated solutions of the system and it is also the number of solution paths that can be traced to reach all isolated solutions. A polynomial system can be homogenized in many ways, each giving its own MHBN. The space of all ways of homogenizing the system (variable partitions) increases exponentially as the system size grows, this problem is an NP-hard problem (Malajovich and Meer, 2007); we dealt with this problem in details in Bawazir and Abd Rahman (2010).

Secondly, the computation of an MHBN at a fixed partition, especially when such a partition has a number of elements close to the system size, is equivalent to computing the permanent of a matrix (Verschelde, 1996). By Liang et al. (2007) such a problem is #P-complete. In this study we will focus on computing the MHBN at a fixed partition as an application of the general estimator of the permanents.

The Multi-Homogeneous Bézout Number (MHBN):
Consider the multivariate polynomial system:

\[ F(x) = f_1(x), f_2(x), \ldots, f_n(x) \]  

where, \( x(x_1, x_2, \ldots, x_n) \in \mathbb{C}^n \).

Let \( z = \{z_1, z_2, \ldots, z_m\} \) be an m-partition of the unknowns \( X = \{x_1, x_2, \ldots, x_n\} \) where,

\[ z_j = \{z_{j1}, z_{j2}, \ldots, z_{jk_j}\}, j = 1, 2, \ldots, m \]

Define the degree matrix of the system \( F(x) = 0 \) as the following:

\[ D = \begin{pmatrix} d_{11} & d_{12} & \cdots & d_{1n} \\ d_{21} & d_{22} & \cdots & d_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ d_{m1} & d_{m2} & \cdots & d_{mn} \end{pmatrix} \]
where, $d_i$ is the degree of polynomial $f_i$ w.r.t. the variable $z_i$. The degree polynomial of $F$ w.r.t. the partition $z$ is defined as:

$$f_D(y) = \prod_{i=1}^{m} \sum_{j=1}^{n_i} d_{ij} y_{j}$$

The $m$-Multi-Homogeneous Bézout Number (or in short $m$-MHBN) of $F$ w.r.t. the partition $z$ equals the coefficient of the monomial $y_k = y_{k_1} y_{k_2} \ldots y_{k_m}$ in the degree polynomial $f_D(y)$, (3) and denoted by $B_{m}$, where $k = (k_1, k_2, \ldots, k_m)$ with $k_j = \#(z_j)$, $j = 1, 2, \ldots, m$ and $\sum_{j=1}^{m} k_j = n$.

**RELATIVE METHODOLOGY**

Expanding the degree polynomial, (3), is called Basic Algorithm (BA) (Wampler, 1992). It is easy to find that BA has:

$$N = \prod_{i=1}^{n} \binom{n_i}{k_i}$$

terms (Also the number of addition operations), where $n_i = n$ and $n_i = n_{i-1} - k_{i-1}$ for $i = 2, 3, \ldots, n$. This number $N$ ranges from $N = 1$ for a 1-MHBN up to $N = n$ for an $n$-MHBN, i.e., $m = n$.

In the following we describe two algorithms provided by Wampler (1992). The first is the Row Expansion algorithm (RE) and the second is the Row Expansion with Memory (REM). For RE, consider the degree matrix (2), $D$, first in row 1 of $D$, suppose we choose element $d_{1j}$, to complete the degree product we must choose only one element from each of the remaining rows and only $k_j$ elements from the $j$th column, so this procedure can be done by applying the same steps on a minor matrix derived from the matrix $D$ by eliminating the row 1 and the column $j$, denote this procedure by $B(D, k-e_j, 1)$, where $e_j$ is the $j$th row of the identity matrix of degree $m$.

Then, the row expansion algorithm computes the Bézout number as the sum along the first row expansion procedure and can be expressed by the following recursive relation:

$$B(D, k, j) = \begin{cases} 1, & \text{if } i = n + 1 \\ \sum_{j=1}^{n_i} d_{ij} \times B(D, k-e_j, i+1), & \text{otherwise} \end{cases}$$

where, $m$-MHBN is $B(D, k, 1)$.

This formula computes directly the appropriate coefficient, i.e., $m$-MHBN, so it saves the operations in comparison to expanding the degree polynomial (3).

By Wampler (1992), for the most expensive case, $m = n$, we have $k_i = 1, 1 = 1, 2, \ldots, n$ and the number of multiplications comes to be $1/(1!+1/2!+\ldots+1/(n-1)!)+1/n!$. As $n$ increases, this rapidly approaches $(e-1)n!$.

### Table 1: PC time for computing MHBN using RE

<table>
<thead>
<tr>
<th>$n$</th>
<th>Time (sec)</th>
<th>Time (min)</th>
<th>$t(n)/t(n-1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>268.32</td>
<td>4.47</td>
<td>10.01</td>
</tr>
<tr>
<td>11</td>
<td>2964.93</td>
<td>49.42</td>
<td>11.05</td>
</tr>
<tr>
<td>12</td>
<td>36235.33</td>
<td>603.92</td>
<td>12.22</td>
</tr>
</tbody>
</table>

### Table 2: PC time for computing MHBN using REM

<table>
<thead>
<tr>
<th>$n$</th>
<th>Time (sec)</th>
<th>Time (min)</th>
<th>$t(n)/t(n-1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>352.98</td>
<td>5.88</td>
<td>2.05</td>
</tr>
<tr>
<td>19</td>
<td>713.58</td>
<td>11.89</td>
<td>2.02</td>
</tr>
<tr>
<td>20</td>
<td>1431.66</td>
<td>23.86</td>
<td>2.01</td>
</tr>
</tbody>
</table>

For the row expansion with memory REM, Wampler (1992) uses the same recursive relation (4) with giving consideration to the repeated subtotals as shown from the following example.

**Example 1:** Let $n = 4$, $m = 2$ and $k = (2, 2)$. Using BA Bézout number $B$ is:

$$B = d_{11}d_{21}d_{32}d_{42} + d_{11}d_{22}d_{31}d_{42} + d_{11}d_{22}d_{32}d_{41} + d_{12}d_{21}d_{31}d_{42} + d_{12}d_{21}d_{32}d_{41} + d_{12}d_{22}d_{31}d_{41}$$

which uses 18 multiplications. Using RE, the following is obtained:

$$B = d_{11}(d_{21}d_{32}d_{42} + d_{22}(d_{31}d_{42} + d_{32}d_{41})) + d_{12}(d_{21}(d_{31}d_{42} + d_{32}d_{41}) + d_{22}d_{31}d_{41})$$

which uses only 12 multiplies. We note that the expression $B(D, (1, 1), 3)_m = d_{1}d_{2}d_{3}d_{4}$ appears twice by both $B(D, (1, 2), 2)$ and $B(D, (2, 1), 2)$, so REM avoids such cases.

Thus, REM requires a memory array of dimension $(k_1+1)\times(k_2+1)\times\ldots\times(k_m+1)$. The number of multiplications in the worst case $m = n$ is $n^{2n-1}$ which is much smaller than that of RE. This improvement comes at the expense of a memory array that in the worst case has $2^n$ (Wampler, 1992).

We have done some numerical experiments to show the cost of Wampler’s methods. Table 1 and 2 show the PC time for computing $n$-MHBN of the known cyclic $n$-roots problem by using RE and REM respectively. The algorithms are implemented in MATLAB and executed on a personal computer with Intel (R) Pentium (R) Dual CPU E2160 1.80 GHz CPU and 2.00 GB of RAM.

From the fourth column of the Table 1, we conclude that the time devoted using RE at step $n$ is about $n$ times the time devoted in the step $(n-1)$, this is consistent with the analysis of the algorithm RE. From this observation we can estimate the time at $n = 20$ by $5.08\times10^{10}$ h or $7.05\times10^7$ months. By the same way, from Table 2, the time devoted at step $n$ using REM is about double the time at step $(n-1)$ by which we conclude that we need about 34 days to compute $(n = 30)$ $n$-MHBN of such a problem. Further, the best recent algorithm REM cannot be applicable for the case $n>27$ in such a PC, because it cannot provide a memory array larger than $2^{27}$ elements.

The recent methods for minimizing Bézout number such as Genetic Algorithm (Yan et al., 2008) used RE and
REM algorithms for finding the minimum MHBN for moderate systems up to \( n = 11 \). From such cases, we conclude that there is a need to use efficient methods to deal well with large-scale systems.

Liang et al. (2007) presented an estimator of the permanents of the square 0-1 matrices; it is called random path and shortly RP. This estimator is built up on the estimator of Rasmussen (1994) by adding the column pivoting property.

In this study we construct a general permanent estimator over RP. The new one is constructed for estimating the permanent of square or non-square matrices. Furthermore, it can be applicable for computing MHBN.

In the following we state in short about RP algorithm.

**Random path method:** The permanent of an \( n \times n \) matrix \( A = (a_{ij}) \) is defined by:

\[
\text{Per}(A) = \sum_{\gamma} \prod_{i=1}^{n} a_{\gamma(i)i}
\]

where, \( \gamma \) ranges over all permutations of \( \{1, 2, \ldots, n\} \). The definition of the permanent looks similar to the definition of the determinant of the matrix, but it is harder to compute. Using the Gauss elimination method, we convert the original matrix into an upper triangular matrix, and this property makes the computation of the determinant easier. There is no such property in the case of the permanent computation.

Consider an \( n \times n \) matrix \( A = (a_{ij}) \) with entries \( 0, 1 \). Define:

\[
M_j = \{ i : a_{ij} = 1, 1 \leq i \leq n \}, j = 1, 2, \ldots, n.
\]

Namely, \( M_j \) is the set of the row indices of nonzero elements in the \( j \) th column of the matrix \( A \).

**Definition 1:** Liang et al. (2007) A permutation \( \gamma = (i_1, i_2, \ldots, i_n) \) is called random path of the matrix \( A \), if there exists \( 1 \leq j \leq n \), such that \( a_{ij} = 1 \) for \( t = 1, 2, \ldots, j \) and \( M_{j+1}\cup_{j=1}^{t}{i_j} = \emptyset \). Random path with \( j = n \) is called a feasible path; while that with \( j < n \) is called a broken path.

**Definition 2:** Liang et al. (2007) The path value of a feasible path \( \gamma = (i_1, i_2, \ldots, i_n) \) is defined as \( M_j = |M_j\setminus|M_j\setminus{i_1}\setminus\ldots\setminus|M_j\setminus{i_1}_{t} \}, i_2, \ldots, i_n \} \) where \( |M_j| \) is the number of the elements in the set \( M_j \).

Here is the RP algorithm.

**Algorithm 1:** Liang et al. (2007) Random Path algorithm (RP).

**Input:** \( A \) - an \( n \times n \) 0-1 matrix, \( M = 1, I = \emptyset \).

**Output:** \( X_A \) - the estimate for \( \text{Per}(A) \).

**Step 1:**

- For \( j = 1 \) to \( n \)
  - Select \( c_j \) such that \( |M_j\cup\cup_{t=1}^{j-1}{a_j}| = \min_{a_{ij} = 1, \ldots, n} |M_j\cup\cup_{t=1}^{j-1}{a_j}| \)
  - Choose \( a_{ij} \) from \( M_j\cup\cup_{t=1}^{j-1}{a_j} \) uniformly at random;
  - \( M = M_j\cup\cup_{t=1}^{j-1}{a_j} \)
- End

**Step 2:** Generate \( X_A = M \).

**General Random Path Algorithm (GRPA):** To establish our algorithm we first present some necessary concepts.

**Definition 3:** Let \( A = (a_{ij}) \) any complex matrix of degree \( n \times m \), where \( 1 \leq m \leq n \), let \( k = (k_1, k_2, \ldots, k_m) \in \mathbb{N}^m \) where \( \sum_{i=1}^{m} k_i = n \). We define the permanent of the matrix \( A \) with respect to the vector \( k \) as the following:

\[
\text{Per}(A) = \sum_{\gamma} \prod_{i=1}^{n} a_{\gamma(i)}^{k_i}
\]

where, \( \gamma = (\gamma^{(1)}, \gamma^{(2)}, \ldots, \gamma^{(m)}) \) with \( \gamma^{(i)} = (\gamma^{(i)}_1, \gamma^{(i)}_2, \ldots, \gamma^{(i)}_{k_i}) \) ranges over all permutations of \( \{1, 2, \ldots, n\} \) such that \( \gamma^{(i)} \cap \gamma^{(j)} = \emptyset \) for all \( i, j \in \{1, 2, \ldots, m\} \) such that \( m \geq n \) then for suitable vector \( k \) we define \( \text{Per}(A) \) as the permanent of its transpose.

We find that the permanent of a square matrix is a special case from Definition 3 with \( m = n \) and \( k = (1, 1, \ldots, 1) \). Furthermore, this definition is consistent with the definition of \( m \)-MHBN, \( B_m \), so \( B_m \) is considered as a special permanent as following: Let \( A = D \) the degree matrix with \( k = (k_1, k_2, \ldots, k_m) \) the vector that holds the cardinalities of the partition sets of the variables, so \( B_m = \text{Per}(D, k) \).

Consider an \( n \times m \) complex matrix \( A = (a_{ij}) \). Define:

\[
M_j = \{ i : a_{ij} \neq 0, 1 \leq i \leq n \}, j = 1, 2, \ldots, m.
\]

Namely, \( M_j \) is the set of the row indices of nonzero elements in the \( j \) th column of the matrix \( A \).

**Definition 4:** A permutation \( \gamma = (\gamma^{(1)}, \gamma^{(2)}, \ldots, \gamma^{(m)}) \) of \( \{1, 2, \ldots, n\} \) with \( \gamma^{(i)} = (\gamma^{(i)}_1, \gamma^{(i)}_2, \ldots, \gamma^{(i)}_{k_i}) \) is called a general random path of the matrix \( A \), if there exists \( 1 \leq j \leq m \), such that \( a_{ij} = 1 \) for \( t = 1, 2, \ldots, j \) and \( M_{j+1}\cup_{j=1}^{t}{i_j} = \emptyset \). Random path with \( j = m \) is called a feasible path; while that with \( j < m \) is called a broken path.
Definition 5: The path value of a feasible path $\gamma = (\gamma_1^{(1)}, \gamma_2^{(2)}, \ldots, \gamma_m^{(m)})$ with $\gamma_i^{(r)} = \left(\gamma_{i1}^{(r)}, \gamma_{i2}^{(r)}, \ldots, \gamma_{in}^{(r)}\right)$ is defined as $s = \prod_{r=1}^{m} \left(\prod_{j=1}^{k_r} a_{j(r)}\right)$ where $s_r = |M| \gamma_i^{(r)}$; $t = 1, \ldots, k_r$.

Example 2: Consider the following example.

Suppose we need to find $\text{Per}(A, k)$ with $k = (2, 2, 1)$ then by the definitions 4, 5 the following are two general random paths and their values:

- $(\gamma_1^{(1)}, \gamma_1^{(2)}, \gamma_2^{(3)}) = (1, 5, 2, 3, 4)$ and its value is:
$$\left(\frac{5}{2}\right)\left(\frac{3}{5}\right)^2\left(\frac{1}{3}\right)^2\left(\frac{4}{1}\right)^2 = 120$$

- $(\gamma_1^{(1)}, \gamma_2^{(2)}, \gamma_2^{(3)}, \gamma_1^{(3)}) = (1, 2, 3, 5, 4)$ and its value is:
$$\left(\frac{4}{2}\right)^2\left(\frac{3}{2}\right)^3\left(\frac{1}{1}\right)^2\left(\frac{4}{2}\right)^2 = 48$$

In the following we establish our algorithm.

Algorithm 2: General Random Path Algorithm (GRPA).

Input: $A$ - an $n \times m$ complex matrix:

- $k = (k_1, k_2, \ldots, k_m) \in \mathbb{N}^m$ with $\sum_{i=1}^{m} k_i = n$
- $N \in \mathbb{N}$ and $M = 0$

Output: $E_{(A, k)}$ - the estimate for $\text{Per}(A, k)$.

Step 1: Rearrange the columns of $A$ such that:

$|M_1| \leq |M_2| \leq \ldots \leq |M_m|$

Step 2: For $i = 1$ to $N$

- For $j = 1$ to $m$

  - Choose $\{\gamma_1^{(1)}, \ldots, \gamma_r^{(1)}\}$ from
    $M_i \gamma_1^{(r)} w = 1, \ldots, k_r, r = 1, \ldots, j-1$
  - Uniformly at random.
  - Set $a_j = 0$, then $a_j = \prod_{r=1}^{k_r} a_{jt(r)}$
  - Set $b_j = 0$, then $b_j = \left(\frac{s_j}{k_j}\right)$ where $s_j$

as in Definition 5.

End

$M = M/N$

Step 3: $E_{(A, k)} = M$

Proposition 1: Algorithm 2 requires $n \times m + n + 5 m + 2$ memory variables, which can be reduced to $n \times m + n + 2 m + 5$.

Proof: $A$ is an array of $n \times m$ dimension, the vector $\gamma = (\gamma_1^{(1)}, \gamma_2^{(2)}, \ldots, \gamma_m^{(m)})$, with $\gamma_i^{(0)} = (\gamma_1^{(1)}, \gamma_2^{(2)}, \ldots, \gamma_m^{(m)})$ for $i = 1, 2, \ldots, m$, is of dimension $k_1 + k_2 + \ldots + k_m = n, (k_1, k_2, \ldots, k_m)$ is of dimension. Further, $(s_1, s_2, \ldots, s_m), (a_1, a_2, \ldots, a_m)$ and $(b_1, b_2, \ldots, b_m)$ have a total of $3 m$ memory variables, in this case we can use just 3 variables $s, a$ and $b$ instead of $3 m$ variables by accumulating the product in the second ‘For’ loop of the algorithm. Furthermore we have $m+2$ variables $(M_1, M_2, \ldots, M_m), M$ and $N$. Therefore we have in total $n \times m + n + m + 3 m + 2 n = m \times n + 5 m + 2 n$ memory variables which can be reduced to $n \times m + n + 2 m + 5$ memory variables.

We note that in the worst case $m = n$, Algorithm 2 requires $n^2 + 3 n + 5$ memory variables.

RESULTS AND DISCUSSION

Numerical results are given for twelve different polynomial systems ranging from size 10 up to 20. For each system we pick up 100 variable partitions, taken at random. The algorithm 2 (GRPA) is used to estimate their MHBNs. The algorithm is implemented for two levels of accuracy $N = 100$ and $N = 1000$. The results are compared with exact solutions, which are computed firstly using REM. The algorithms are implemented in MATLAB and executed on a personal computer with Intel (R) Pentium (R) Dual CPU E2160 1.80 GHz CPU and 2.00 GB of RAM.
We considered four types of polynomial systems as following: cyclic n-roots problem (Björck and Fröberg, 1991), economic n problem (Morgan, 1987), noon n problem (Noonberg, 1989) and reduced cyclic n problem (Verschelde, 1996).

The Table 3, 4, 5, 6, 7, 8, 9 and 10 show the percentages that relative errors of the computational results fall into in the specific ranges. Each table shows the results for three systems of sizes 10, 15 and 20. The last column of each table, which is denoted by ‘%’ represents the percentage of the PC time using GRPA to the PC time using REM.

The Table 3 and 4 are for the cyclic n polynomial system; they are for two accuracy levels N=100, 1000 respectively, while the Table 5 and 6 are for the economic n polynomial system, which are for two accuracy levels N=100, 1000, respectively. The results of the noon n polynomial system are in the Table 7 and 8 for two levels of accuracy, N = 100,1000. Finally, the Table 9 and 10 are for the reduced cyclic n polynomial system for two accuracy levels N = 100,1000, respectively.

We have three notes here. Firstly, in the case of the size of the system being small, say 10, using GRPA with accuracy N = 1000, we note that the consuming time by GRPA is bigger than that of REM, refer to the first row in the Table 4, 6, 8 and 10, but sometimes in small systems it is enough to take the level of accuracy as N = 100, refer to the first row in the Table 3, 5, 7 and 9.

Secondly, for those systems with size larger than 10 say 15, 20 as in our examples, the consuming time by GRPA is much smaller than that of REM even with using high accuracy N = 1000, refer to the second and third rows in the Table 3, 4, 5, 6, 7, 8, 9 and 10.

Thirdly, for large systems, we note that the time consumed by GRPA becomes smaller and smaller compared with that of REM as system size increases, refer to the last column in the Table 3, 4, 5, 6, 7, 8, 9 and 10. This column reflects the percentage of GRPA Time to REM Time.

The numerical result shows that with GRPA we can save much time compared with REM. The efficiency increases exponentially as the system size grows; for example, for a system of size n = 10, GRPA estimates MHBN in about 53% of the time needed by REM which is the best of the recent methods; while for a system of size n = 20 we need just about 2% of that of REM. Consequently, the speed up of GRPA implementation becomes higher and higher as the system size grows.

Further, in the worst case when m = n, GRPA requires only n^2 + 3n + 5 memory variables, this is by Proposition 1, while REM requires 2n memory variables, in other words, the memory storage needed by REM increases exponentially while that of GRPA increases in polynomial time. Therefore GRPA is an efficient tool for handling the computation of MHBNs for large systems and when REM becomes intractable or impossible.

Table 3: GRPA results for cyclic n problem with N=100.

<table>
<thead>
<tr>
<th>n</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>GRPA time</th>
<th>REM time</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>55</td>
<td>86</td>
<td>97</td>
<td>100</td>
<td>20 s</td>
<td>43 s</td>
<td>46.51</td>
</tr>
<tr>
<td>15</td>
<td>43</td>
<td>85</td>
<td>98</td>
<td>100</td>
<td>31 s</td>
<td>15 m 12 s</td>
<td>3.40</td>
</tr>
<tr>
<td>20</td>
<td>45</td>
<td>76</td>
<td>92</td>
<td>99</td>
<td>43 s</td>
<td>6 h 13 m 34 s</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 4: GRPA results for cyclic n problem with N=1000

<table>
<thead>
<tr>
<th>n</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>GRPA time</th>
<th>REM time</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>3 m 26 s</td>
<td>43 s</td>
<td>479.07</td>
</tr>
<tr>
<td>15</td>
<td>93</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>5 m 9 s</td>
<td>15 m 12 s</td>
<td>33.88</td>
</tr>
<tr>
<td>20</td>
<td>94</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>7 m 6 s</td>
<td>6 h 13 m 34 s</td>
<td>1.90</td>
</tr>
</tbody>
</table>

Table 5: GRPA results for economic n problem with N=100.

<table>
<thead>
<tr>
<th>n</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>GRPA time</th>
<th>REM time</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>55</td>
<td>80</td>
<td>95</td>
<td>100</td>
<td>20 s</td>
<td>40 s</td>
<td>50.00</td>
</tr>
<tr>
<td>15</td>
<td>43</td>
<td>83</td>
<td>93</td>
<td>100</td>
<td>31 s</td>
<td>17 m 51 s</td>
<td>2.89</td>
</tr>
<tr>
<td>20</td>
<td>45</td>
<td>76</td>
<td>92</td>
<td>99</td>
<td>41 s</td>
<td>5 h 20 m 30 s</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Table 6: GRPA results for economic n problem with N = 1000.

<table>
<thead>
<tr>
<th>n</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>GRPA time</th>
<th>REM time</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>92</td>
<td>94</td>
<td>100</td>
<td>100</td>
<td>3 m 11 s</td>
<td>40 s</td>
<td>477.50</td>
</tr>
<tr>
<td>15</td>
<td>90</td>
<td>96</td>
<td>100</td>
<td>100</td>
<td>5 m</td>
<td>17 m 51 s</td>
<td>28.01</td>
</tr>
<tr>
<td>20</td>
<td>89</td>
<td>95</td>
<td>100</td>
<td>100</td>
<td>6 m 36 s</td>
<td>5 h 20 m 30 s</td>
<td>2.06</td>
</tr>
</tbody>
</table>

Table 7: GRPA results for noon n problem with N = 100.

<table>
<thead>
<tr>
<th>n</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>GRPA time</th>
<th>REM time</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>66</td>
<td>94</td>
<td>99</td>
<td>100</td>
<td>24 s</td>
<td>43 s</td>
<td>55.81</td>
</tr>
<tr>
<td>15</td>
<td>53</td>
<td>92</td>
<td>99</td>
<td>100</td>
<td>34 s</td>
<td>16 m 29 s</td>
<td>3.44</td>
</tr>
<tr>
<td>20</td>
<td>51</td>
<td>85</td>
<td>99</td>
<td>100</td>
<td>44 s</td>
<td>5 h 37 m 48 s</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 8: GRPA results for noon n problem with N=1000.

<table>
<thead>
<tr>
<th>n</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>GRPA time</th>
<th>REM time</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>3 m 44 s</td>
<td>43 s</td>
<td>520.93</td>
</tr>
<tr>
<td>15</td>
<td>98</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>5 m 36 s</td>
<td>16 m 29 s</td>
<td>33.97</td>
</tr>
<tr>
<td>20</td>
<td>98</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>7 m 10 s</td>
<td>5 h 37 m 48 s</td>
<td>2.12</td>
</tr>
</tbody>
</table>

Table 9: GRPA results for reduced cyclic n problem with N = 100.

<table>
<thead>
<tr>
<th>n</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>GRPA time</th>
<th>REM time</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>56</td>
<td>82</td>
<td>98</td>
<td>100</td>
<td>21 s</td>
<td>40 s</td>
<td>52.50</td>
</tr>
<tr>
<td>15</td>
<td>43</td>
<td>81</td>
<td>94</td>
<td>98</td>
<td>32 s</td>
<td>15 m 6 s</td>
<td>3.53</td>
</tr>
<tr>
<td>20</td>
<td>41</td>
<td>74</td>
<td>94</td>
<td>98</td>
<td>44 s</td>
<td>5 h 56 m 19 s</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Table 10: GRPA results for reduced cyclic n problem with N = 1000.

<table>
<thead>
<tr>
<th>n</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
<th>GRPA time</th>
<th>REM time</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>3 m 28 s</td>
<td>40 s</td>
<td>520.00</td>
</tr>
<tr>
<td>15</td>
<td>95</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>5 m 12 s</td>
<td>15 m 6 s</td>
<td>34.43</td>
</tr>
<tr>
<td>20</td>
<td>90</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>7 m 13 s</td>
<td>5 h 56 m 19 s</td>
<td>2.03</td>
</tr>
</tbody>
</table>
CONCLUSION

A General Random Path Algorithm (GRPA) for approximating the permanent of a general complex matrix is proposed in this study. The GRPA is constructed as a general algorithm (method) over RP algorithm. RP algorithm is used for approximating the permanent of square 0-1 matrices while GRPA estimates the permanent of square or non-square complex matrices.

The new algorithm has been applied successfully in a new application field, that is the computation of MHBN, which is considered as a special case of the general permanent. The large amount of numerical results in the previous section shows considerable accuracy of estimating MHBN. The method is flexible in controlling the accuracy. Further, the presented proposition proves analytically the effectiveness and the efficiency of our method over some recent methods.
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