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Abstract: In this study, the Fanno flow problem has been theoretically investigated using both, first order and second order velocity-slip boundary conditions models and then compared to the no-slip boundary conditions solution. The objective is to study the behavior of the flow predicted by the two slip models. Then, an attempt will be made to establish criteria for using the no-slip and the two velocity-slip models. The Fanno flow is an ideal gas adiabatic flow in constant area duct with friction. It is found that the velocity profile for the two velocity-slip models has the same shape as the no-slip model velocity profile but with an amount of slip at the wall which increases as the Knudsen number, Kn, increases. Also the effect of the slip has on the compressible flow characteristics have been examined. It shows that as the Kn increases, the skin friction coefficient Cf and the Darcy friction coefficient f decrease. Overall, it is concluded that for an adiabatic compressible flow in circular microchannel, for Kn ≤ 0.01 there is no need to apply any velocity-slip model as the no-slip model gives sufficiently accurate predictions. As for the range 0.01 ≤ Kn ≤ 0.1, the first order velocity slip model should be applied and so for this range, there is no necessity to use the second order velocity-slip model.

Keywords: Fanno flow, microchannels, navier-stokes equations, velocity-slip model, compressible flow

INTRODUCTION

In the recent years the industry, driven by the constant quest for miniaturization of gadgets and machines, has developed a number of manufacturing processes that can create extremely small electronic and mechanical components. This has led to the increase of interest in the micro-scale fluid and heat transfer research. It was observed that in such small devices the fluid flows differ from those in macroscopic machines and cannot always be predicted from conventional flow models such as the Navier-Stokes equations with no-slip boundary condition at a fluid-solid interface. Slip flow, thermal creep, rarefaction, viscous dissipation, compressibility, intermolecular forces and other unconventional effects may have to be taken into account. Recently, Matsuda et al. (2011) studied pressure-sensitive molecular film for micro gas flows. Also, Demsis et al. (2009) and Marino (2009) worked on experimental determination of heat transfer coefficient in the slip regime and its anomalously low value, as well as experiments on rarefied gas flows through tubes. Meanwhile, earlier works by Morini et al. (2006) on experimental investigations on friction characteristics of compressible gas flows in microtubes is reported. Later, experimental investigations are published by Celata et al. (2007) and Gamrat et al. (2008) on compressible flow in microtubes and modeling of roughness effects on laminar flow in microchannels.

For gases, micro-fluid mechanics has been studied by incorporating slip boundary conditions, thermal creep, viscous dissipation as well as compressibility effects into the continuum equations of motion, but it has a number of limitations. Some of these limitations are reported in the works of many investigators such like: the studies of Hsieh et al. (2004) on Gas flow in a long microchannel; Morini et al. (2006) on friction characteristics of compressible gas flows in microtubes; Kim and Kim (2007) on closed-form correlations for thermal optimization of microchannels; Morini et al. (2007) on experimental analysis of pressure drop and laminar to turbulent transition for gas flows in smooth microtubes; Cai and Boyd (2007) on compressible gas flow inside a two-dimensional uniform microchannel; Colin et al. (2010) work on validation of a second-order slip flow model in rectangular microchannels; Araki et al. (2010) on experimental investigation of gaseous flow characteristics in microchannels; and Kashid et al. (2011) on mixing efficiency and energy consumption for five
generic microchannel designs. Molecular-based models have also been attempted for certain ranges of the operating parameters by Matsuda et al. (2011, 2009).

Since the continuum model is mathematically easier to handle than alternative molecular models it should be used as long as it is applicable. Thus, careful examination of the validity of the Navier-Stokes equations is very important. In order to be able to solve the Navier-Stokes equations for any flow situation a number of initial and boundary conditions need to be applied. Here the Knudsen number definition has to be introduced as the ratio between the mean free path (L) and the characteristic Length (L) and is generally the most important parameter determining the flow regime. The different Knudsen number regimes are determined empirically and are therefore only approximate for particular flow geometry. Traditionally, the no-slip boundary condition at a fluid-solid interface is enforced in the momentum equation and an analogous no-temperature-jump condition is applied in the energy equation. In practice, the no-slip/no-jump condition leads to fairly accurate predictions as long as $Kn<0.001$. Beyond that, the equilibrium does not hold and a certain degree of tangential velocity slip and temperature jump must be allowed. This is the case with the microchannel flow so for the appropriate velocity-slip/temperature-jump boundary condition should be used.

First-order velocity-slip/temperature-jump boundary conditions are generally applicable to the Navier-Stokes equation in the range between $0.001<Kn<0.1$. The transition region occupies the range between $0.1<Kn<10$ and second-order or higher slip/temperature-jump boundary conditions are applicable there along with some molecular-based models.

In the last few years, the increased interest in the micro-flow area research has resulted in a large number of theoretical and experimental publications on the subject by John (1984), White (1991), Choi et al. (1991), Harley et al. (1995), Choquette et al. (1996), Ho and Tai (1998), Karmiadakis and Beskok (2002), Chuang et al. (2003), Koochesfahani and Nocera (2007), Yang et al. (2010), Pitakarnnop et al. (2010) and Petropoulos et al. (2010). Gad-el-Hak (1999, 2002) has published a couple of reviews and recently Morini et al. (2011), which serve as an excellent introduction into the micro-flow area of research. However, due to the variety of problems and approaches there are still a number of problems that have not been addressed as reported by Wu and Cheng (2003), Petropoulos et al. (2010) and Kim et al. (2010). The scope of the present study is to investigate the effect of implementing the velocity-slip boundary conditions on the case of the adiabatic flow in a constant-area duct with friction, also known as Fanno flow. The classical Fanno flow case with the no-slip boundary conditions is standard issue in most of the fluid dynamics textbooks, White (1991) and John (1984), but up to our knowledge it has not been investigated using any of the velocity-slip models so far. The objective of the present study so, is to investigate the effect of both the first order and the second order slip models on the hydrodynamic behavior of compressible flow in microchannels. This aims to establish criteria that justify the use of the first order slip model instead of the second order slip model.

**MATHEMATICAL FORMULATION**

In order to derive a relation for a compressible flow in microchannel, the control volume shown in Fig. 1 is considered. When the momentum equation is applied to the differential element shown the resulting equation is:

$$-Adp - \tau_x (dx) \frac{4A}{D} = pAVdV$$

(1)

where, $\tau_x$ is the shear stress due to the wall friction and $D$ is the pipe diameter. By introducing the friction factor $f = 4 \frac{\tau_x}{(1/2)pV^2}$ and the Mach number definition ($V = M \sqrt{\gamma R T}$) is introduced and then the whole equation divided by $p$, this can be rewritten as:

$$dp + \frac{1}{2} \gamma M^2 f \frac{dx}{D} + \gamma M^2 \frac{dV}{V} = 0$$

(2)

Now in order to obtain an expression for the Mach number $M$ in terms of distance $x$, the $dp/p$ and $dV/V$ terms
must be replaced. For that, first the ideal-gas equation of state (\( \rho = \frac{p}{RT} \)) is used, the logarithm is taken and differentiated resulting in the following equation:

\[
\frac{dp}{\rho} = \frac{dM}{M} \frac{1}{2} \frac{dT}{T} = 0
\]  

(3)

In the same manner, using the above mentioned Mach number definition (\( V = M \sqrt{\gamma RT} \)), taking the logarithm and then differentiating results:

\[
\frac{dV}{V} = \frac{dM}{M} \frac{1}{2} \frac{dT}{T} = 0
\]  

(4)

Since the flow into consideration is adiabatic, the stagnation temperature \( T_0 = T (1 + \gamma - 1/2M^2) \) is constant, so if the definition is used as above it will result:

\[
\frac{dT}{T} = \frac{1}{1 + \frac{1}{2} \frac{1}{M^2}} = 0
\]  

(5)

After combining the Eq. (2), (3), (4) and (5) and a lengthy procedure of rearrangement and integration\[10]\ the following equation is obtained:

\[
\beta_{max} = \frac{3}{2y} \left( \frac{\gamma + 1}{\gamma + 1} \frac{M^2}{M^2} \right) \left[ \frac{1}{\gamma M^2} \right]
\]  

(6)

where, \( f \) is known as the Darcy friction factor. For this equation, the \( M \) is the inlet Mach number and the outlet Mach number for \( L = L_{max} \) is considered to be \( M = 1 \). Since it is expected that for microchannels \( f \) will differ from the (64/Re) value for a pipe obtained using the no-slip model, next \( f \) should be derived as a function of \( Kn \) using the first and second order velocity-slip models. To do this the geometry of the problem shown in Fig. 1 is considered again. For a constant area circular pipe with a radius \( R \) and assuming a fully developed, laminar flow, the continuity and momentum equation are reduced to the following:

\[
\frac{1}{d} \frac{d}{dr} \left( \frac{du}{dr} \right) - \frac{1}{\mu} \frac{dp}{dx} = \text{const}
\]  

(7)

This is solved by integrating twice and applying the appropriate boundary conditions. Even though the velocity at the centerline is known, from physical considerations it is known that the velocity must be finite at \( r = 0 \), which is our first boundary condition. Now, the second boundary condition, the velocity at the wall must be applied. Here, the slip velocity at the wall will be introduced, once using the first order slip model and once using the second order model. So for the first order slip model the velocity at \( r = R \) is:

\[
u(R) = - \frac{2 - \sigma_v}{\sigma_v} \left( \frac{\partial}{\partial x} \right) \frac{u}{R}
\]  

(8.1)

and for the second order slip model:

\[
u(R) = - \frac{2 - \sigma_v}{\sigma_v} \left[ \frac{\partial}{\partial x} + \frac{2}{3} \left( \frac{\partial}{\partial x} \right) \right] \frac{u}{R}
\]  

(8.2)

From these two conditions, the constants of integration can be found and the solutions for the velocity profiles for the two velocity-slip models are found. For the first order model the velocity is given by:

\[
u(r) = \frac{1}{4 \mu} \left( \frac{dp}{dx} \right) \left[ \frac{r^2}{r^2} - \left( 2 - \frac{2}{\sigma_v} \right) (2Kn + 1) \right]
\]  

(9.1)

and for the second order model the velocity is:

\[
u(r) = \frac{1}{4 \mu} \left( \frac{dp}{dx} \right) \left[ \frac{r^2}{r^2} - \left( 2 - \frac{2}{\sigma_v} \right) (2Kn + Kn^2 + 1) \right]
\]  

(9.2)

Once the velocity profiles are found a number of additional features of the flow can be derived from them.

Also, the shear stress at the wall \( \tau_w = -\mu \left( \frac{du}{dr} \right) \) can be derived from the velocity profiles, so when the first order slip and the second order slip models are used the shear stress at the wall is given for the first and second order model, respectively by:

\[
t_w = \frac{4 \mu}{\sigma_v} \frac{2 - \sigma_v}{2 - \sigma_v} \left( 4Kn + 1 \right)
\]  

(10a)

and

\[
t_w = \frac{4 \mu}{\sigma_v} \frac{2 - \sigma_v}{2 - \sigma_v} \left( 4Kn + 2Kn^2 + 1 \right)
\]  

(10b)

where, \( \overline{V} \) is the mean velocity of the flow. Finally, the skin friction coefficient \( C_f = \frac{2 \tau_w}{\rho \overline{V}^2} \) can be obtained. The skin friction coefficient for the first order and second order slip models are given respectively by:

\[
C_{f1} = \left( \frac{16}{Re} \right) \frac{1}{2 - \sigma_v} \frac{1}{4Kn + 1}
\]  

and

\[
C_{f2} = \left( \frac{16}{Re} \right) \frac{1}{2 - \sigma_v} \frac{1}{4Kn + 2Kn^2 + 1}
\]
As it can be seen from Eq. (11), for microchannels \( C_f \) (and consequently \( f = 4C_f \)) is a function of both \( Re \) and \( Kn \) numbers, so next the effect of changing \( Kn \) number will be investigated for the two slip models and compared to the no-slip model results.

\[
C_f = \frac{16}{Re} \left( 2 - \frac{\sigma_v}{\sigma_r} \frac{1}{4Kn + 2Kn^2 + 1} \right)
\]

(11)

RESULTS

After the above equations have been derived, they were used to plot the Fig. 2 to 11. The objective is to investigate the effect of change of the Knudsen number (\( Kn \)) on the flow characteristics derived previously for the range \( 0.001 < Kn < 0.1 \). This is the range the Navier-Stokes equations with slip boundary conditions are considered in the literature to be applicable. For the purpose of this study the specific heat ratio \( \gamma \) is set to be \( \gamma = 1.4 \) (air).

Figure 2 and 3 show the effect changing the \( Kn \) number has on the shape of the velocity profiles for the fully developed laminar flow in a circular tube. As it can be seen by looking at these two figures, the velocity profiles for the two slip models is very similar in shape to the no-slip model velocity profile except for the amount of velocity-slip at the wall. Also, by comparing these two figures it is seen that increasing the \( Kn \) from 0.01 to 0.1 increases the slip at the pipe wall. Another thing which can be noticed from these two figures is that at \( Kn = 0.01 \) the profiles of the two slip models practically overlap, while at \( Kn = 0.1 \) they differ but only by a small amount.

The amount of slip at the wall is as a function of \( Kn \) for the two velocity-slip models is summarized in the next figure, Fig. 4. Here it is seen that even though the two models deviate significantly from the zero value for the no-slip model, for the studied \( Kn \) number range, they don’t deviate significantly from one another. So assuming that a difference between the no-slip model and the first order velocity-slip of 10% or more is significant enough to justify the use of the velocity-slip model, is can be seen that for \( Kn > 0.017 \) the first order slip model should be used instead of the no-slip model. The difference between the first and the second order slip models does not come even close to 10% for the range under considerations so the use of the second order model to find the velocity distribution is neither necessary nor practical.

The next two figures show the skin friction coefficient \( C_f \) for the two velocity-slip models. The first figure, Fig. 5, represents \( C_f \) as a function of \( Kn \) number for different values of the tangential-momentum-accommodation coefficient \( \sigma_r \) and using the two velocity-slip models. The tangential-momentum-accommodation coefficient \( \sigma_r \) depends on the type of the fluid, the solid and on the surface finish. It has been experimentally determined to be between 0.2-0.8, the lower limit being for exceptionally smooth surfaces while the upper limit is typical for most practical surfaces. As it can be expected, the smaller \( \sigma_r \) value is, the lower the skin friction coefficient \( C_f \) is. From this figures it is also seen that increasing \( Kn \) decreases \( C_f \). What is also noted from the figure is that for the range investigated, there is little difference between the results given by the first and the second order slip models. Since the difference between
the first order and the second order slip model seems to be negligible for the range under investigation, the next figure Fig. 6 shows the effect of Re on the Cf for the first order slip model only. It is plotted for different values of Kn and as it can be seen, the difference between the no-slip model and the first order slip model becomes apparent only for Kn > 0.01 and only for relatively low Re numbers. As the Re number increases this difference becomes smaller so for relatively small Kn and higher Re the difference becomes insignificant.

Meanwhile, Fig. 7 and 8, show how the change of the Darcy friction coefficient $f$ (fv = 4Cf) with Kn number, affects the compressible fluid flow in circular tube. The $L_{max}/D$ parameter is plotted against the Mach number ($M$) for the first order slip model along with the no-slip model. As it is seen from Fig. 7, the first order slip starts to deviate from the no-slip model for Kn > 0.01 and only for relatively low Re numbers. As the Re number increases this difference becomes smaller so for relatively small Kn and higher Re the difference becomes insignificant.
From one another except for deviate much from the no-slip model, they don’t deviate From this it is seen that although the two slip models supersonic flow, increasing the shows the velocity change along flow path. As for the decreases the friction coefficient 9 shows this velocity changes downstream. It is seen that microchannel, due to the friction with the wall it is decelerated along the path until it reaches L/D 0.8 and second order slip models as a function of Kn number.

However, Fig. 9 and 10 are modified plots of M and L/D and show how a supersonic/subsonic fully-developed flow will behave as it enters a constant area duct and moves downstream. As a supersonic flow enters a microchannel, due to the friction with the wall it is decelerated along the path until it reaches $M = 1$ and Fig. 9 shows this velocity changes downstream. It is seen that increasing the Kn number will increase the L/D distance needed for the flow to reach $M = 1$. This should be expected because as it was seen above, increasing Kn decreases the friction coefficient $f$. For subsonic flow entering a pipe, due to the friction, the flow is accelerated along the way until it finally reaches $M = 1$ and Fig. 10 shows the velocity change along flow path. As for the supersonic flow, increasing the Kn number will increase the L/D distance needed for the flow to reach $M = 1$.

In the last figure, Fig. 11 the difference between the critical $L/D$ values for the two velocity-slip models as a function of Kn for different values of The tangential-momentum-accommodation coefficient $\sigma$ is summarized. What can be seen from looking at Fig. 9, 10 and 11 is that the difference between the first order slip and the second order slip models is very small compared to the difference between the first order slip and the no-slip model for the whole range of Kn number under investigation just as previously observed for the velocity profiles. So if the same criteria of a 10% difference are applied here also, these results would suggest that for an adiabatic compressible flow in circular microchannel, for Kn $\leq 0.01$ there is no need to apply any velocity-slip model as the no-slip model will give sufficiently accurate predictions, while for the range $0.01 < Kn < 0.1$, the first order velocity slip model should be applied and there is no necessity to use the second order velocity-slip model.

**CONCLUSION**

In the present study, the Fanno flow problem has been studied using both, first order and second order velocity-slip boundary conditions models and then compared to the no-slip boundary conditions solution. The aim of this is to observe the behavior of the flow predicted by the two slip models and to try and establish criteria for using the two velocity-slip models. The study concentrates on investigating the effect the change of Kn number has on the velocity profiles, magnitude of slip at the wall, skin friction coefficient $C_f$ and the $L_{max}/D$ factor characteristic of Fanno line. The Fanno flow is an ideal gas adiabatic flow in constant area duct with friction. For this case the circular pipe geometry has been chosen and all the flow characteristics have been derived for the first and second order velocity-slip models.

It is found that the velocity profile for the two velocity-slip models has generally the same shape as the no-slip model velocity profile but with a slip at the wall. This slip increases as the Kn increases and for $Kn > 0.01$ it becomes significant enough and the first order slip model should be used instead of the no-slip model. Also, the skin friction coefficient $C_f$ is found to decrease as the Kn increases. Also the effect of the slip has on the compressible flow characteristics have been examined. It shows that as the Kn number increases, the friction coefficient $f$ decreases. This reduction in friction leads to increase of the L/D parameter for both supersonic and subsonic flows with slip when compared to the no-slip solution.

Overall, it is concluded that for an adiabatic compressible flow in circular microchannel, for Kn $\leq 0.01$ there is no need to apply any velocity-slip model as the no-slip model will give sufficiently accurate predictions. As for the range $0.01 < Kn < 0.1$, the first order velocity slip model should be applied and that for this range, there is no necessity to use the second order velocity-slip model.

**NOMENCLATURE**

- $C_f = \text{skin friction coefficient}$
- $D = \text{pipe diameter}$
- $f = \text{Darcy friction coefficient}$
- $Kn = \text{Knudsen number}$
- $M = \text{Mach number}$
\( p \) = pressure  
\( R \) = pipe radius  
\( Re \) = Reynolds number  
\( r \) = radial coordinate  
\( u \) = axial velocity  
\( \bar{v} \) = mean velocity  
\( x \) = axial coordinate  
\( \gamma \) = specific heat ratio  
\( \lambda \) = mean free path length  
\( \mu \) = viscosity  
\( \nu \) = kinematic viscosity  
\( \rho \) = density  
\( \sigma_r \) = tangential-momentum-accommodation coefficient  
\( \tau_w \) = shear stress at the wall
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