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Abstract: It is well known that software engineering suffer from various challenges. Moreover, numerous 
researchers found that project challenges have a negative effect on project time cost and user satisfaction. 
Additionally, Numerous Requirements Engineering (RE) methods have been proposed to improve the quality of 
requirements documents and to increase customer satisfaction about final product. Nevertheless, the choosing 
between various techniques may be confusing and puzzling. Therefore, this study aims to present, Literature review 
based study to link between RE challenges and available techniques to eliminate challenges using the utmost 
appropriate technique. Study conclusions are relevant for both industry and academic researchers in order to achieve 
effective software requirement engineering. 
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INTRODUCTION 

 
Various researches (Wieringa et al., 2005), found 

that there is inconsistence and incontinence between 
available techniques and existing RE challenges. Other 
researches (Kotonya and Sommerville, 1998) ensure 
about how critical software requirement. Therefore, this 
study aims to highlight existing challenges faced in RE 
process and the appropriate technique to eliminate those 
problems. A total of 18 challenges have been 
highlighted briefly. Moreover a total of 15 techniques 
presented in order to eliminate the  effect  of  RE  
challenges.  The research (Wieringa et al., 2005), 
discusses about the gap between techniques and 
existing RE challenges. All in all this study presents RE 
challenges and the appropriate techniques and solutions 
based on well supported evidences from literature. Next 
section presents brief about RE process structure. 
 

RE PROCESSES 
 

It contains several steps and procedures that should 
be followed in order to achieve a successful 
requirement process. Elicitation is a major process in 
software requirement engineering, it is the process of 
gathering and acquiring requirement for a computer 
based system. It purposes to gather client requirements, 
system constrains and goals. Requirement elicitation 

process is a compound process where clients’ needs 
need to be understood correctly to obtain the correct 
requirement. It needs adequate expertise in dealing with 
social issues and software requirement processes. 
Various techniques are available for collecting 
requirements such as: interview, brainstorming, Card 
sorting (Spencer, 2009) and Joint Application 
Development (JAD) (Didar and Coulin, 2005). The 
second process in software requirement engineering is 
analysis; it targets to breakdown requirement meanings 
and structures. Analysis process aims to answer “what” 
to build rather than “how” to build. The chief 
techniques for analyzing software requirement are: 
Scenario based analysis (Use-case), Kano model 
Analysis, Decision table based-specification and Goal-
Oriented (Chung and Supakkul, 2005). The third 
process in software requirement engineering is 
specification; it purposes to record and document 
system requirement in a clear format and specify client 
needs accurately and correctly. Accordingly, even after 
finishing the entire project, software requirement 
specification can be used as a contract document and as 
a strong base of additional system enhancements. There 
are various techniques for software requirement 
specification such as: IEEE Software Requirement 
Specification (SRS), ERD-based specification, 
Structured Natural Language Specification. Lastly, the 
fourth     process    in    requirement   engineering   is  
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Fig. 1: Requirement engineering processes 

 

requirement verification: it is the process of testing 

requirements correctness and conforming that clients’ 

needs are correctly interpreted. Errors and faults can 

easily be fixed through the early periods of building 

system. Accordingly software requirement errors are 

very costly to repair and fix after the system is 

completely shaped. Thus, requirement verification 

process plays a vibrant role in reducing developed 

system cost dramatically. There are various techniques 

for requirement verification such as peer review 

validation (Xiong and Litman, 2010), Ad-hoc based 

validation (Saqi and Ahmed, 2008), Checklist-based 

validation (Porter et al., 1995) and Misuse-case 

(Whittle et al., 2008) (Fig. 1). 

 

RE CHALLENGES AND  

LITERATURE REVIEW EVIDENCES 

 

This section presents a total of 18 requirement 

engineering challenges, which they are discussed 

separately in order to present further details about each 

challenge. Furthermore, proposed technique has been 

presented in order to eliminate those challenges. 

 

Elicitation process: This process encompasses five key 

challenges: First, exclusion of stakeholders’ 

identification, second, poor communication during 

requirement elicitation, third undefined functional 

requirement, fourth, undefined non-functional 

requirement, fifth, exclusion considerations of 

organizational and social issues. Aforementioned 

challenges have been discussed briefly with proposed 

techniques based on literature review evidences. 

First, Base on Bourne (2009, 2010) exclusion of 

stakeholder’s identification is one challenge that may 

affect project quality. Stakeholders, refers to entity that 

have direct interaction with system. Moreover, 

stakeholders could be a human, a system or any other 

entity that communicate with the system. Based 

(Alexander, 2005) the exclusion of stakeholders 

identification may results incomplete requirement and 

low integrity. Kamata and Tamai (2007) have shown 

that numerous large projects fail because of 

requirement errors (Sommerville, 2010). In the other 

hand, Brainstorming is a lateral thinking process and is 

designed to improve thinking patterns into new ways of 

looking at things. Participants in the brainstorming 

process can be from wide range of disciplines. This 

brings a broad range of experiences to the session and 

helps to make it more creative (Mohd Kasirun and 

Salim, 2008; Herrmann and Nolte, 2010; Herrmann and 

Nolte, 2010). Based on Nuseibeh Easterbrook (2000) 

Brainstorming is core technique in requirement 

elicitation process. Furthermore, the research don by 

Scheinholtz and Wilmont (2011) reveal that 

Brainstorming used to eliminate Exclusion of 

Stakeholders identification (Litchfield, 2008). This 

hypothesis was also proved and supported by Mohd 

Kasirun and Salim (2008). 

Second, Base on Zave (1997) poor communication 

during requirement elicitation is one challenge during 

requirement gathering. Moreover, before completing 

requirement gathering process it is hard to know what is 

inside customer thoughts. The Research Kamata and 

Tamai (2007) have shown that numerous large projects 

fail because of inadequate requirement process. This 

inadequacy is often related to requirement elicitation 

and social issues (Goguen and Linde, 1992). In the 

other hand, interview is a conversation between two or 

more people where questions are asked by the 

interviewer to elicit facts or statements from the 

interviewee (Burke and Miller, 2001). Based on Lloyd 

et al. (2002) interview is major technique in 

requirement elicitation. Moreover, it is used to elicit 

information, requirement and system constrains. 

Furthermore, the research don by Scheinholtz and 

Wilmont (2011) and Opdenakker (2006) reveal that 

interview used to eliminate poor communication during 

requirement elicitation. This hypothesis was also 

proved and supported by Goguen and Linde (1992). 

Third and fourth, based on Glinz (2007) undefined 

functional and non-functional requirement is critical 

problem that may affect project success. Non-functional 

requirement is a requirement that specifies criteria that 

can be used to judge the operation of a system, rather 

than specific behaviors. Additionally, functional 

requirement defines a function of a system or its 

component. A function is described as a set of inputs, 

the behavior and outputs. In the other hand, functional 

requirements may be calculations, technical details, 

data manipulation and processing and other specific 

functionality that define what a system is supposed to 

accomplish. Although aforementioned terms have been 

used for more than two decades, there is still various 

fails because of undefined functional and non-

functional requirements (Ullah et al., 2011; Firesmith, 

2007). In the other hand, JAD was originally developed 

for internal use at IBM (Davison, 2000). It is a 
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technique used to gather information and system 

constrains by conducting a structured meeting. During 

JAD session, users will be involved in intensive 

discussion and conversation to clarify ambiguous and 

complex perspectives (Carmel et al., 1993). Based on 

Nuseibeh and Easterbrook (2000) JAD is key technique 

in requirement elicitation process. Additionally, the 

research don by Duggan and Thachenkary (2003) 

reveal that JAD used to eliminate undefined functional/ 

non-functional Requirements and system constraints. 

This hypothesis was also proved and supported by 

Davidson (1999). 

Fifth, Based on Exclusion considerations of social 

and organizational issue may produce incomplete 

requirement data. Moreover, it is hard to find two 

projects that have completely similar requirement and 

social issues. Therefore, social and organizational issue 

has to be sensitively conducted due to uniqueness of 

each project. Built projects effects by various variables 

such as country low, project budget, user preferences, 

company policy, gender different preferences, 

organization culture. Base on Zave (1997) the 

Elimination of social and organizational issue may 

affect the project quality and project success. In the 

other hand, Card sorting was originally developed by 

psychologists as a method to the study of how people 

organize and categorize their knowledge. In the world 

of information technology, information architects and 

developers of desktop and Web-based software 

applications are faced with the problem of organizing 

information items, features and functions to make it 

easier for users to find them. Card sorting can be an 

effective means of discovering the optimal organization 

of information for potential users’ viewpoint (Wood 

and Wood, 2008). Based on Nuseibeh and Easterbrook 

(2000) Card sorting is chief technique in requirement 

elicitation process. Moreover, the research don by 

Spencer (2009) reveal thatCard sorting used to 

eliminate exclusion considerations of social and 

organizational issue. This hypothesis was also proved 

and supported by Nurmuliani et al. (2004). 

 

ANALYSIS PROCESS 
 

This process encompasses four key challenges: 

First, execution of analyzing complex requirement, 

second, exclusion of requirements prioritization, third, 

exclusion of understanding and modeling functional 

requirements, Fourth exclusion of understanding non-

functional requirements. Aforementioned challenges 

have been discussed briefly with proposed techniques 

based on literature review evidences. 

First, the phenomenon of large-scale, highly-

complex systems is not limited to NASA and the 

Defense Department, but has extended to the 

commercial infrastructure as well (Carr, 2000). In last 

decade software industry became more and more 

challenging for different response. Thus designed 

system became more complicated to face those 

challenges. Based on Heninger (1980) and Roman 

(1985) Execution of analyzing complex requirement is 

requirement challenge and may produce severe problem 

to project. In the other hand, decision Table is a precise 

yet compact way to model complicated logic. It is 

effective techniques used to analyses complex 

requirements and system constrains (Becker, 1998). 

Based on Subramanian et al. (1992) Decision Table is 

principal technique in requirement analysis process. 

Moreover, the research done by Kohavi and Daniel 

(1998) and Dai et al. (2013) reveal that Decision Table 

used to eliminate Execution of analyzing complex 

requirement. This hypothesis was also proved and 

supported by Becker (1998) and Huysmans et al. 

(2011). 

Second, prioritization is a crucial step towards 

making good decisions regarding product planning for 

single and multiple releases. Various aspects of 

functionality are considered, such as importance, risk, 

cost, etc. Prioritization decisions are made by 

stakeholders, including users, managers, developers, or 

their representatives (Berander and Andrews, 2005). 

Requirement prioritization is used in Software industry 

for determining which candidate requirements of a 

software product should be included in a certain 

release. Requirements are also prioritized to minimize 

risk during development so that the most important or 

high risk requirements are implemented first. 

Noteworthy that, execution of Requirements 

prioritization has negative effect to project and overall 

time consuming (Firesmith, 2004; Lehtola et al., 2004). 

In the other hand, Kano Analysis is analysis techniques 

used to provide an effective categorization of customer 

requirements and to understand their nature. Kano’s 

classifies customer preferences into various categories. 

Additionally, customer is not always having same level 

of satisfaction about system requirements and 

constrains (Chaudha et al., 2010). Based on Sauerwein 

et al. (1996) Kano Analysis is an important technique in 

analysis process. Furthermore, the research done by 

Baek et al. (2009) and Von Dran et al. (1999) reveal 

that Kano Analysis used to eliminate Execution of 

Requirements Prioritization. This hypothesis was also 

proved and supported by Lai et al. (2004). 

Third, Based on Carr (2000), Roman (1985) and 

Lutz (1993) Exclusion of Modeling and understanding 

Functional requirements has a negative effect to the 

project. Functional requirements may be calculations, 

technical details, data manipulation and processing and 

other specific functionality that define what a system is 

supposed to accomplish (Sommerville, 2010). 

Noteworthy that requirements analysis is critical to the 

success of a systems or software project (Abran et al., 

2005). In the other hand, use case is a list of steps, 

typically defining interactions between a role and a 
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system, to achieve a goal. The actor can be a human or 

an external system. In systems engineering, use cases 

are used at a higher level than within software 

engineering, often representing missions or stakeholder 

goals. As an important requirement technique, use cases 

have been widely used in modern software engineering 

over the last two decades (Siau and Lee, 2004; El-Attar 

and Miller, 2007). Based on Sendall (2003) Use-case is 

principal technique in requirement analysis process. 

Moreover, the research don by Génova1 et al. (2005) 

reveal that use-case used to eliminate Exclusion of 

Modeling and understanding Functional requirements. 

This hypothesis was also proved and supported by 

García, et al. (2004). 

Fourth, Based on Glinz (2007) and Ullah et al. 

(2011) exclusion of understanding non-functional 

requirements and constraints of the system is critical 

challenge during system development. Non-functional 

requirement is a requirement that specifies criteria that 

can be used to judge the operation of a system, rather 

than specific behaviors. Non-functional requirements 

are often called qualities of a system. Other terms for 

non-functional requirements are "constraints", "quality 

attributes", "quality goals", "quality of service 

requirements" and "non-behavioral requirements" 

(Stellman and Greene, 2005). Consequently the 

exclusion of understanding non-functional has a serious 

effect on project success (Glinz, 2007). In the other 

hand, Goal-Oriented is model that allows representing 

non-functional requirements using actors and 

dependencies instead of components and connectors. It 

offers a better analysis in the requirements stage since 

requirements are explicitly specified in goal-oriented 

models in order to support reasoning about 

organizational objectives, alternatives and implications, 

thus having a deep understanding about the domain 

(Grau and Franch, 2007). Based on Van Lamsweerde 

(2001) Goal-Oriented is principal technique in 

requirement analysis process. Furthermore, the research 

don by Cysneiros and Sampaio do Prado Leite (2004) 

and Chung and Sampaio do Prado Leite (2009) reveal 

that Goal-Oriented used to eliminate Exclusion of 

understanding non-functional requirements and 

constraints of the system. This hypothesis was also 

proved and supported by Aguilar et al. (2011) and 

Chung and Supakkul (2005). 

 

Specification process: This process encompasses four 

key challenges: First, poor-defined specification 

structure and system terminology, Second, exclusion of 

documenting functional requirements, Third, exclusion 

of documenting non-functional requirements, Fourth, 

exclusion of documenting the relationship among 

requirements. Aforementioned challenges have been 

discussed briefly with proposed techniques based on 

literature review evidences. 

First, poor-defined specification structure and 

system terminology it refers to Natural Language (NL) 

syntactically ambiguous and semantically inconsistent. 

Natural language is syntactically ambiguous and 

semantically inconsistent. Hence, the NL specifications 

of software requirements can not only result in 

erroneous and absurd software designs and 

implementations but the informal nature of NL is also a 

main obstacle in machine processing of NL 

specification of the software requirements (Umber and 

Bajwa, 2011). Natural language is flexible and wide-

spread, but unfortunately also inherently ambiguous. 

Even worse, often neither customers nor software 

developers recognize an ambiguity and each derives an 

interpretation that differs from that of others without 

noticing this difference. Consequently, software 

developers design and implement a system that does not 

behave as intended by the customers. Additionally, NL 

lack of clear structure to produce good requirements 

(Sommerville, 2010). In the other hand, numerous 

studies such as Jiang (2005) and Sommerville and 

Sawyer (1997) present guidelines and good practices. In 

order to have a better structured natural language 

specification. Based on Kandt (2003) Structured NL is 

an essential technique in specification process.  

Furthermore, the research done by Cleuziou et al. 

(2007) and Ferrari et al. (2013) reveal that Structured 

NL used to eliminate poor-defined specification 

structure and system terminology. This hypothesis  was  

also  proved and supported by Tablan et al. (2008) and 

Sneed and Verhoef (2013). 

Second and third, Based on Giakoumakis and 

Xylomenos (1996) Exclusion of documenting 

Functional and non-functional requirements leads to 

poor requirement documentation. Moreover, the way in 

which requirements are documented plays an important 

role in ensuring that they can be read, analyzed, (re-) 

written and validated (Nuseibeh and Easterbrook, 2000; 

Juristo et al., 2002). In the other hand, Software 

Requirements Specification (SRS) is a requirements 

specification for a software system. It is a complete 

description of the behavior of a system to be developed. 

SRS contains non-functional requirements section: it is 

constraints on the design or implementation (such as 

performance engineering requirements, quality 

standards, Maintainability, Portability and Availability). 

Furthermore, SRS contains functional requirement 

constrains such as “System interfaces, User interfaces 

constrains, Hardware constrains, Software constrains 

and Communications constrains” (IEEE Computer 

Society, 1998). The SRS document enlists all necessary 

requirements that are required for the project 

development. To derive the requirements we need to 

have clear and thorough understanding of the products 

to be developed. This is prepared after detail 

communications with the project team and customer 

(IEEE Computer Society, 1998). Based on Sommerville 
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(2010) SRS is an essential technique in specification 

process. Furthermore, the research don by Jiang (2005) 

reveal that SRS used to eliminate Exclusion of 

documenting Functional and non-functional 

requirements. This hypothesis was also proved and 

supported by Giakoumakis and Xylomenos (1996) and 

Kandt (2003). 

Fourth, Based on Kesh (1995) and Ochoa et al. 

(2009) Exclusion of documenting the relationship 

among requirements, the link between requirements and 

stakeholders may leads to incomplete requirement 

specification. Therefore due to incomplete requirement 

specification, project quality may affect negatively 

(Roman, 1985). In the other hand, in software 

engineering, an Entity Relationship Diagram (ERD) is a 

data model for describing the data or information 

aspects of a business domain or its process 

requirements, in an abstract way. The entity-

relationship model can be used as a basis for unification 

of different views of data. This model incorporates 

some of the important semantic information about the 

real world. The main ERD model components are first, 

entities: is a piece of data-an object or concept about 

which data is stored. Second the relationships that can 

exist among them (how the data is shared between 

entities). Based on Jiang (2005) ERD based 

specification is an essential technique in specification 

process. Furthermore,  the  research  don  by  Cagiltay 

et al. (2013) reveal that ERD used to eliminate 

exclusion of documenting the relationship among 

requirements and the link between requirements and 

stakeholders. This hypothesis was also proved and 

supported by Song et al. (1995) and Yeh et al. (2008). 

 

Validation process: This process encompasses four 

key challenges: First, exclusion of ensuring correctness 

of requirements. Second, exclusion of ensuring 

completeness of requirements. Third, exclusion of 

ensuring unambiguity of the requirements. Fourth, 

exclusion of defining requirements redundancy. Fifth, 

exclusion of ensuring stakeholders’ satisfaction of the 

requirements. Aforementioned challenges have been 

discussed briefly with proposed techniques based on 

literature review evidences. 

First, correctness of a requirements specification 

describes the correspondence of that specification with 

the real needs of the intended users much the same way 

that correctness of a piece of software refers to the 

agreement of the software part with its specification. 

Based on Zowghi and Gervasi (2003) exclusion of 

ensuring requirements correctness is common problem 

during requirement validation. Moreover it is a 

Symptom of serious requirements problems (Carr, 

2000). Midsized systems often have hundreds of 

requirements and many large systems can end up with 

several thousand separate requirements. Therefore, with 

large amount of requirement, exclusion of ensuring 

requirements correctness became possible to happen 

during project construction. In the other hand, Ad-hoc 

based validation is a popular technique used in 

requirement validation process. With Ad-hoc technique, 

no guidance is provided during inspection, however it 

depends on reviewers’ knowledge and experience to 

identify the defects in the document (Saqi and Ahmed, 

2008). Based on Fusaro et al. (1997) Ad-hoc technique 

is an essential technique in validation process. 

Furthermore, the research don by Porter et al. (1995) 

reveal that Ad-hoc based validation used to eliminate 

exclusion of ensuring requirements correctness. This 

hypothesis was also proved and supported by Singer 

(2013).  

Second and third, because missing requirements 

are much harder to spot during requirements 

evaluations than incorrect or poorly-specified 

requirements, their absence is often missed until the 

system is integrated, undergoing operational testing, 

being manufactured, or being deployed. Worst case 

scenario, the missing requirements may not be 

discovered until the system is in use by hundreds, 

thousands, or an even larger number of users. Such 

requirements are typically much more difficult and 

expensive to fix, especially if they are architecturally-

significant requirements (Firesmith, 2007). Noteworthy, 

user satisfaction is generally regarded as one of the 

most important measures of Information Systems 

success. User satisfaction has received considerable 

attention of researchers since the 1980s as an important 

surrogate measure of information systems success (Ives 

et al., 1983; Bailey and Pearson, 1983; Baroudi et al., 

1986; Benson, 1983). In the other hand, Checklist-

based validation used to reduce failure by compensating 

for potential limits of human memory and attention. It 

helps to ensure completeness and user satisfaction in 

carrying out a task. In software engineering checklist 

based is one of the commonly used techniques. 

According to Laitenberger and DeBaud (2000), check-

list based reading technique is used to be a standard 

reading technique in most of the organizations. It 

contains set of items which guides the reviewer/ 

inspector during review/inspection. Check list based 

reading technique includes set of elements which are 

related to quality of the requirements (Laitenberger, 

2002). Based on Sommerville (2010) Checklist-based 

validation is an essential technique in validation 

process. Furthermore, the research don by Porter et al. 

(1995) reveal that Checklist technique is used to 

eliminate exclusion of ensuring completeness of 

requirements and to ensuring stakeholders’ satisfaction 

of the requirements. This hypothesis was also proved 

and supported by Fusaro et al. (1997) and Chen et al. 

(2006).  

Fourth, Based on Opdahl and Sindre (2009) 

exclusion of ensuring security issues in requirements is 

critical error and may threaten  developed  system.  The 
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penetration of computerized information systems into 

almost every aspect of society, especially when 

combined with their increasingly ubiquitous nature, has 

made society more vulnerable to security breaches in 

these systems. At the same time, the tendency towards 

larger systems that are distributed over the Internet has 

introduced many new security threats. Hence, there is 

an increased need to focus on security requirements 

when developing new information systems. Based on 

Firesmith (2003) security requirements are often poorly 

understood by software practitioners and, as a result, 

security issues are often not considered until late design 

or coding, or even patched in later after security defects 

are discovered in a fielded application. This late 

handling of security concerns can be very costly 

(Jurjens, 2002) if the chosen design turns out not to 

enable the wanted level of security. In the other hand, 

Misuse-case is a process modeling technique used in 

the software development industry (Sindre and Opdahl, 

2004). The term Misuse Case or mis-use case is derived 

from and is the inverse of use case. The term was first 

used in the 1990s by GuttormSindre of the Norwegian 

University of Science and Technology and Andreas L. 

Opdahl of the University of Bergen, Norway. 

Noteworthy, Misuse Case is valuable in threat and 

hazard analysis, system design, eliciting requirements 

and generating test cases. In the other hand, misuse 

Case highlights something that should not happen (i.e., 

a Negative Scenario). It describes the process of 

executing  a  malicious  act  against  a  system (Whittle 

et al., 2008). Based on Opdahl and Sindre (2009) 

Misuse-case is an essential technique in validation 

process. Furthermore, the research don by (Alexander, 

2003) reveal that Misuse-case technique issued to 

eliminate exclusion of ensuring security issues in 

requirements. This hypothesis was also proved and 

supported  by  John  and  Gunnar (2006)  and  Tøndel  

et al. (2010).  

Fifth, Based on Didar and Vincenzo (2003) 
consistency requires that no, two or more requirements 

in a specification contradict each other. Moreover 

inconsistency may obstruct project expected goal and 

may lead to various errors in following software 

processes. Consistency it is also often regarded as the 

case where words and terms have the same meaning 

throughout the requirements specifications. These two 

views of consistency imply that mutually exclusive 

statements and clashes in terminology should be 

avoided. In the other hand, peer review is the evaluation 

process done by one or more people of similar 

competence to validate a specific task. It constitutes a 

form of self-regulation by qualified members of a 

profession within the relevant field. Peer review 

methods are employed to maintain standards of quality 

improve performance and provide credibility. In 

academia paper peer review is often used to determine 

an academic paper's quality and suitability for 

publication. In software engineering, one of the 

methods to validate system requirement is by peer 

review technique. It aims to evaluate requirement and 

validate its contents and structure. Noteworthy, 

numerous errors caused by human nature mistakes such 

as forgetfulness and omission (Ragone et al., 2013). 

Based on Saqi and Ahmed (2008) peer review is an 

essential technique in validation process. Furthermore, 

the research don by Ragone et al. (2013) reveal that 

Misuse-case technique is used to eliminate Exclusion of 

ensuring consistency of the requirements. This 

hypothesis was also proved and supported by He et al. 

(2008) and Xiong and Litman (2010).  

 

CONCLUSION 

 

This study presents, literature review based study 

to bond between RE challenges and existing techniques. 

Moreover this study aims to eliminate RE challenges by 

proposing appropriate technique for each challenge. A 

total of 18 challenges have been presented with 

supportive evidences from literature review. In the 

other hand a total of 15 techniques have been 

introduced, in order to eliminate afore mentioned 

challenges and improve industry ability to face existing 

RE obstacles. All in all this entire study finding is 

relevant for both industry and academic researchers in 

order to eliminate effect of challenges and to have a 

decent RE quality. 
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