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Abstract: Recently, more and more researches have been conducted on the multi-robot system by applying bio- 
inspired algorithms. Particle Swarm Optimization (PSO) is one of the optimization algorithms that model a set of 
solutions as a swarm of particles that spread in the search space. This algorithm has solved many optimization 
problems, but has a defect when it is applied on search tasking. As the time progress, the global searching of PSO 
decreased and it converged on a small region and cannot search the other region, which is causing the premature 
convergence problem. In this study we have presented a simulated multi-robot search system to overcome the 
premature convergence problem. Experimental results show that the proposed algorithm has better performance 
rather than the basic PSO algorithm on the searching task. 
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INTRODUCTION 

 
The results of the analysis of the social 

characteristics of insects and animals have a strong 
influence in multi-robot system research. Searching and 
rescue (Kantor et al., 2003; Sahin et al., 2008) and task 
allocation (Floreano and Mattiussi, 2008) in multi-robot 
systems are inspired from the bio-inspired algorithms 
(e.g., GA, ACO and PSO). One of the most important 
algorithms in this domain is Particle Swarm 
Optimization (PSO) (Eberhart and Kennedy, 1995), 
which is based on the population stochastic 
optimization technique that was inspired by social 
behavior  of  bird  flocking  and  fish schooling. Doctor 
et al. (2004) present a new version of PSO on the multi-
robot search system and shows that PSO algorithm has 
an acceptable performance in searching task. Pugh and 
Martinoli (2007) and Pugh et al. (2006) presented a 
new version of PSO on the searching task, which is 
based on the just local information. This method is 
tested based on the limited communication ability and 
the structure of the neighborhood is modified to a close 
model. Hereford and Siebold (2010) proposed a 
modification method for the target localization in the 
two-dimensional search space. Couceiro et al. (2011) 
presented an approach based on the PSO algorithm to 
explore the search space. Adaptations of PSO have 
been used for multi-robot odor search in several 
instances (Jatmiko et al., 2006; Marques et al., 2006).  

PSO algorithm like most of the stochastic search 
techniques suffers from the Premature Convergence 
problem. This problem on the multi-robot search 
system is more significant when the fitness function is 
limited and each particle just can sense the limited 
search space around it-self. It means, as the time 
increase if the particles cannot sense the target in the 
first iterations then the particles converge to the small 
regions because of decreasing global searching. 
Couceiro et al. (2011) proposed new method based on 
the Particle Swarm Optimization (PSO) and Darwinian 
Particle Swarm Optimization (DPSO) named RPSO and 
RDPSO. This method is adapted to the multi-robot 
search systems that take into account the obstacle 
avoidance. The results showed that the RDPSO increase 
the search exploration that can avoid being stuck in 
local optima and can converge sooner to the desired 
objective value in compare with RPSO. 

We present a simple and effective algorithm 
namely MATRE-PSO on the multi-robot search system. 
This algorithm by inspiring from the ATRE-PSO (Pant 
et al., 2007) can increase the diversity among the robot 
and overcome the premature convergence problem. 

To test the performance of the algorithm in the 
realistic system, large quantities of computational time 
may require. This limitation motivates the use of 
abstracted models, which uses approximations of 
details of the system, which have little impact on the 
targeted performance metrics. Therefore, to validate the 
effectiveness and usefulness of these algorithms, we  
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Fig. 1: The specified search space around the robot that can 

sense 

 

developed a simulation environment for conducting

simulation-based experiments in different scenarios and 

report our experimental results. 

 

METHODOLOGY 

 

Basic Particle Swarm Optimization (PSO) model: 

the Particle Swarm Optimization (PSO), which is a new 

optimization search technique, the particles fly through 

the multi-dimensional search space to find the potential 

solution. PSO is initialized with a random number of 

particles that are spread in the search space to find the 

optima by updating generations. In the swarm, each 

particle has a fitness function values in its position and 

a velocity that guide the particle to move toward the 

next position. In every iteration, each particle is 

updating based on the local best solution

achieved by each particle so far and the global best 

solution (gbest) that is obtained by the whole of the 

swarm. After finding the two best values, each particle 

update its velocity and its position based on the

following formula: 

 

vi,j (t + 1) = ω. vi,j (t) + pω. rand. (p

nω. rand. (gbest (t) - xi,j (t))     

 

xi,j (t + 1) = vi,j (t + 1) + xi,j (t)  

 

The first Equation contains three parts: momentum, 

cognitive component and social component. The inertia 

weight ω (Shi and Eberhart, 1998) and acceleration 

constant c1, c2 are assumed to be 0.9…. 0.5 and 2 and 2, 

respectively. r1, r2 are the uniformly generated random 

number in the range of (0, 1). In the beginning, t

pbest (0) is the first position of each robot and

the first position of the first robot. The termination 

criteria are also need to be taken into account to get 

good solution in the acceptable time. In this 

one of the robots reaches the target or the 

iterations exceeds maximum iterations which are 

assumed to be 400 iterations the termination criteria 

occur and the program terminate. If the number of 

iterations exceeds 400 iterations it means th

algorithm could not find the target. In this study, virtual 

particles represent the real robots. The real search space 
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Basic Particle Swarm Optimization (PSO) model: In 

the Particle Swarm Optimization (PSO), which is a new 

optimization search technique, the particles fly through 

dimensional search space to find the potential 

solution. PSO is initialized with a random number of 

search space to find the 

In the swarm, each 

particle has a fitness function values in its position and 

a velocity that guide the particle to move toward the 

next position. In every iteration, each particle is 

on the local best solution (pbest) that is 

achieved by each particle so far and the global best 

that is obtained by the whole of the 

swarm. After finding the two best values, each particle 

update its velocity and its position based on the 

pbest (t) - xi,j (t)) + 

                 (1) 

              (2) 

The first Equation contains three parts: momentum, 

cognitive component and social component. The inertia 

and acceleration 

are assumed to be 0.9…. 0.5 and 2 and 2, 

are the uniformly generated random 

beginning, t = 0, 

is the first position of each robot and gbest (0) is 

the first position of the first robot. The termination 

criteria are also need to be taken into account to get 

good solution in the acceptable time. In this study, if 

one of the robots reaches the target or the number of 

iterations exceeds maximum iterations which are 

assumed to be 400 iterations the termination criteria 

occur and the program terminate. If the number of 

iterations exceeds 400 iterations it means that the 

algorithm could not find the target. In this study, virtual 

particles represent the real robots. The real search space 

is transformed into two-dimensional search space that is 

divided by squares called cells. The search space of this 

study contains static obstacles and a target therefore 

some cells occupied by static obstacles and the robot 

cannot go to these cells. On the other hand, to prevent 

the collision between the robots and static obstacles we 

need to approximate the continuous movement of th

robots by dividing the displacement into multiple steps 

and checking for collisions at each. In this paper we use 

the method that is introduced by Liu 

prevent robots from possible collisions. In this new 

method each robot generate its route independently and 

then checks the collision between them. There are 

separate paths for each robot from the initial position to 

the goal position. The aim of this method is to find the 

optimal path, which is the path with the lowest total 

cost. In this new method each robot replan their route as 

optimality as possible. In this study each robot can 

sense the limited cells around its-self and if the target is 

placed in this area then the fitness function is calculated 

otherwise is returned zero. Figure 1

of cells that is sensed by a robot. 

 

Attraction and repulsive of PSO on the multi

search system: We proposed an algorithm to overcome 

the problem of premature convergence. In this method 

based on the Diversity value (Div

phases: attraction, repulsion and combination of 

attraction and repulsion. When the amount of Diversity 

is placed above the upper threshold (

algorithm guide the robots to move toward each other 

and they move to the next position based

as they do in Basic PSO. This coming toward each 

other causes the gradual decreases in the value of 

Diversity and this decreases continues until reaches the 

specific value (dlow) then the algorithm switches to the 

repulsion phase. The repulsion phase guide the robot to 

move away from the global best position and its own 

best position achieved so far. In some cases these 

repulsion phase pushes the robots to move toward one 

of the corner of the search space and the next position 

of the robot may place out of the search space due to 

the search space is limited. To avoid this problem the 

robot in addition of move away from the global best 

position and its own best position, they has to move 

away from its previous velocity direction that defined 

as: 

 

- ωvid - c1r1 (pbestid - xid) - c2r2 (

 

Reversing the velocity direction 

robots to move toward the inside of the search space 

and escape from the corner of the search space.

The third phase of this method

of the attraction and repulsion phase

dimensional search space that is 

divided by squares called cells. The search space of this 

static obstacles and a target therefore 

some cells occupied by static obstacles and the robot 

cannot go to these cells. On the other hand, to prevent 

the collision between the robots and static obstacles we 

need to approximate the continuous movement of the 

robots by dividing the displacement into multiple steps 

and checking for collisions at each. In this paper we use 

the method that is introduced by Liu et al. (2012) to 

prevent robots from possible collisions. In this new 

ute independently and 

then checks the collision between them. There are 

separate paths for each robot from the initial position to 

the goal position. The aim of this method is to find the 

optimal path, which is the path with the lowest total 

new method each robot replan their route as 

optimality as possible. In this study each robot can 

self and if the target is 

placed in this area then the fitness function is calculated 

Figure 1 shows the number 

Attraction and repulsive of PSO on the multi-robot 

We proposed an algorithm to overcome 

the problem of premature convergence. In this method 

Div) there are three 

phases: attraction, repulsion and combination of 

When the amount of Diversity 

is placed above the upper threshold (dhigh) then the 

algorithm guide the robots to move toward each other 

and they move to the next position based on the Eq. (1) 

as they do in Basic PSO. This coming toward each 

other causes the gradual decreases in the value of 

Diversity and this decreases continues until reaches the 

) then the algorithm switches to the 

sion phase guide the robot to 

move away from the global best position and its own 

In some cases these 

repulsion phase pushes the robots to move toward one 

of the corner of the search space and the next position 

ay place out of the search space due to 

the search space is limited. To avoid this problem the 

robot in addition of move away from the global best 

position and its own best position, they has to move 

away from its previous velocity direction that defined 

(gbestid - xid)  (3) 

Reversing the velocity direction (-ω) helps the 

robots to move toward the inside of the search space 

and escape from the corner of the search space. 

The third phase of this method is the combination 

phase and when the
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Fig. 2: The pseudo code of MATRE-PSO 

 

 
 

Fig. 3: The pseudo code of MATRE-velocity 

 

amount of the diversity lies between the lower threshold 

(����) and upper threshold (�����), the robot move 

toward the its own best position and move away from 

the global best position. 

The pseudo-code for the MATRE-PSO algorithm 

is shown as follow. 

The first of the two new functions (Fig. 2), update 

MATRE-Velocity, are used for calculating its velocity 

(Fig. 3). In this part firstly, the diversity measure (Div) 

of the swarm is taken as (Pant et al., 2007): 

 

��	
���
��Div� 
= �

�� �� �����
� − ���
������������ �
�!� �                         (4) 

 

where,  

S  =  The swarm 

"#  =  $ is the swarm size 

"%  =  The problem dimensionality 

���   =  The j’s value of the i’s robot 

���
������� =  The j-dimension average among all robots that 

is calculated according to the following 

formula:     

���
������� = � %&'�(�)!&*+
�!                                                   (5) 

 

The robot based on the Diversity value select one 

of the three phases and move to the next position. 

The values of ����� and ����  that influence the 

efficiency of MATRE-PSO, express the upper bound 
and the lower bound of the diversity of species 

respectively. The higher values for the �����  represents 

the higher diversity among the robots, so the 
convergence speed will be lower. Lower value for the 
����  causes the diversity of the population decrease and 
the convergence speed increase. So the values of the 

����� and ����  should be neither too low nor too high 

and we can choose from the experiential values. 

 
RESULTS AND DISCUSSION 

 
 The results of the proposed algorithm MATRE-

PSO and basic PSO are presented on a group of agents 

(i.e., robots) that are deployed randomly in the search 

space. Since both MATRE-PSO and basic PSO are 

stochastic algorithms, every time they are executed  

they may lead to different trajectory convergence. 
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Fig. 4: Diversity among the robots by using MATRE-PSO and basic PSO in different test case, (a) target point 1, (b) target point 

2, (c) target point 3, (d) target point 4 

 

Therefore, multiple test groups of 100 trials of 400 

iterations each were considered. The termination 

criteria met when one of the robot reach the target 

before 400 iterations or the number of iterations 

exceeds 400 iterations.  Four different positions near 

the  corner  of  the search space are chosen for the 

target.  

To evaluate the diversity among the robots by 

applying the MATRE-PSO and basic PSO we made 

several simulation runs. To make the worst case in each 

test case, four initial targets and robot position are used. 

In the other words, in search test case the target is 

placed in the farthest place toward the initial position of 

robots and they cannot sense the target in the first 

iterations. Figure 4 shows the diversity among the 

robots by applying mentioned algorithm in four 

different test cases. The diversity of the algorithms was 

calculated according to the formula (4) and (5). 

As can be seen from the Fig. 4, the diversity among 

the robots by applying MATRE-PSO in all test cases is 

better than Basic PSO. For instance, the diversity of 

Basic PSO in (b) is between 1.9 and 4.8 whereas the 

diversity of MATRE-PSO is between 6 and 7.8. It 

means, due to the lower diversity among the robots, 

Basic PSO easily entraps into the local optima and they 

converge to the same regions and cannot search more 

regions. 

In overall, MATRE-PSO has a better diversity 

among the robots when compared with the Basic PSO 

in the four experimental datasets. Since these 

simulation experiments represent a search task, it is 

necessary to evaluate not only the diversity among the 

robots but also the search time. Therefore, to further 

compare both algorithms, the search time of MATRE-

PSO and Basis PSO can be analyzed for the worst-case 

scenarios.  In these scenarios, if at least one robot sense 

the target and reaches it the program terminated. If the 

robot in the swarm with any algorithms reaches the 

target in lesser search time then that algorithm will have 

a better performance. Figure 5 shows the search time of 

MATRE-PSO and Basic PSO. 

Figure 5 show that MATRE-PSO in overall 

outperforms the Basic PSO. Although the MATRE-

PSO search time in the three of test cases is less than 

the Basic PSO but in one case (4 (c)) it is more than 

Basic PSO. In the Fig. 4c the number of iteration in the 

ATRE-PSO is more than Basic PSO and this is due to 

the target position that is placed near the initial robots 

position. In this case the Basic PSO has no difficulties 

to find the target but the ATRE-PSO because of the 

controlling the diversity it spent more time in the 

repulsion or positive conflict phases and did not reach 

the target easily. Therefore, in this situation the search 

time in ATRE-PSO is more than the basic PSO. 
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            (c)             

 

 
 

             (d) 

 

Fig. 5: The average search time of MATRE-PSO and basic PSO in different test cases, (a) target point 1, (b) target point 2, (c) 

target point 3, (d) target point 4 
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CONCLUSION 
 

Maintaining a high diversity while keeping fast 
convergence are two contradicting features. Multi-
Robot Search Algorithm (MATRE-PSO) while 
maintaining a high level of diversity, gave a better 
performance than the Basic PSO in term of the average 
search time. When the target is placed near the initial 
position of the robots then the performance of Basic 
PSO is better than the MATRE-PSO. Because the Basic 
PSO can easily sense the target and go toward the target 
but MATRE-PSO shuttles between three phases that 
may increase the distance between the robots and the 
target and they cannot reach the target easily. The 
features presented in this document were implemented 
in a simulation environment and experimental results 
show how the performance of MATRE-PSO in the 
multi-robot search systems is better than the Basic PSO 
in the environment contains static obstacles. One of the 
future approaches will be testing the other algorithms 
that increase the diversity instead of the ATRE-PSO 
algorithm. 
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